[image: Cover: Palgrave Studies in the Future of European Societies and Economies: The Political Economy of Long-term Planning by Panagiotis E. Petrakis, Giorgos Vasilis, Anna-Maria Kanzola. Logo: Springer Nature Switzerland]Palgrave Studies in the Future of European Societies and Economies
Series EditorsElias G. CarayannisSchool of Business, George Washington University, Washington, DC, USA

Panagiotis E. PetrakisDepartment of Economics, National and Kapodistrian University of Athens, Athens, Greece

Pantelis C. KostisDepartment of Economics, National and Kapodistrian University of Athens, Athens, Greece



This series explores why some European economies grow and others stagnate. Through exploring these issues from a multidisciplinary perspective, it examines the medium to long-term prospects of the European political economy and drivers of economic development, giving insight into the future of European economies. It covers a range of issues, including sustainability, innovation, regulation, public and private sector policies, and democratic institutions. The series broadly aims to provide insight into concepts of sustainability, sustainable governance, political functioning, economic inclusivity, cultural behaviors that promote growth, and dynamic economic growth. All books in this series undergo rigorous peer review. For more information, please visit our website.

Panagiotis E. Petrakis, Giorgos Vasilis and Anna-Maria Kanzola

The Political Economy of Long-term Planning
Using Strategic Analysis and Foresight to Support Policymaking

[image: The image displays the logo of "palgrave macmillan" in lowercase letters. The text is styled in a modern, sans-serif font, with "palgrave" positioned above "macmillan." The design is simple and monochromatic, emphasizing the brand name.]

Panagiotis E. PetrakisDepartment of Economics, National and Kapodistrian University of Athens, Athens, Greece


Giorgos VasilisDepartment of Economics, National and Kapodistrian University of Athens, Athens, Greece


Anna-Maria KanzolaDepartment of Economics, National and Kapodistrian University of Athens, Athens, Greece




ISSN 2948-2127e-ISSN 2948-2135
Palgrave Studies in the Future of European Societies and Economies
				ISBN 978-3-031-86436-0e-ISBN 978-3-031-86437-7
https://doi.org/10.1007/978-3-031-86437-7
Translation from the Greek language edition: “Η πολιτική οικονομία του μακροχρόνιου σχεδιασμού και της στρατηγικής ανάλυσης (Foresight)” by Panagiotis E. Petrakis et al., © Παναγιώτης Ε. Πετράκης, Γεώργιος Βασίλης, Άννα-Μαρία Κανζόλα 2024. Published by Papazisis Publishing House. All Rights Reserved.

© The Editor(s) (if applicable) and The Author(s), under exclusive license to Springer Nature Switzerland AG 2025
This work is subject to copyright. All rights are solely and exclusively licensed by the Publisher, whether the whole or part of the material is concerned, specifically the rights of reprinting, reuse of illustrations, recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not imply, even in the absence of a specific statement, that such names are exempt from the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.
Cover credit: © Alex Linch Shutterstock


This Palgrave Macmillan imprint is published by the registered company Springer Nature Switzerland AG

The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland


Series Editors’ Preface
The central theme of this book series is to explore why some European countries grow and others stagnate, to measure the effects and implications in a trans-disciplinary context that takes both historical evolution and geographical location into account and to examine the medium to long-term prospects of European political economy. Thus, a key issue is to examine the drivers of economic development and growth for the future of the European societies and economies in the context of sustainable, innovative, and democratic institutions, laws, regulations, public sector policies, private sector practices, public-private-people-planet partnerships (P5) and emerging people-culture-technology dynamics, interactions, and inter-dependencies. Moreover, the book series emphasizes a comparative global framing of Europe, since Europe is a complex and diverse region that can be compared to other regions in various ways.
The book series focuses on concepts such as sustainability, sustainable governance and political functioning, economic inclusivity, cultural behaviors that promote growth, and dynamic economic growth, using an evolutionary and interdisciplinary approach. The series concentrates on how critical issues about the European future are about to emerge, such as how technological advance is about to occur, how institutions will affect future developments, which are going to be the factors that will affect innovation outcomes, how globalization is about to affect economies in the 4th Industrial Revolution Era, what will be the role of democracy for achieving sustainable growth outcomes, and other key questions framing policy and strategic decision-making at firm, industry, national, and regional levels. The series highlights the promise and potential of diversity, variety, and complexity of the human condition enacted and imparted across multiple socio-technical, socioeconomic, and sociopolitical dimensions and modalities (such as next-generation industry, education, or society schemes [industry 5.0, university 5.0, and society 5.0]).
This series publishes theoretical, policy-oriented, or more practical books outlining steps for increased economic development and growth and a sustainable future for the European economy. This series stands out in that the books depict the conditions that must prevail for the European economy in the medium and long-run future and their impact on future research, practice, and policy and the politics affecting the sustainability of both the natural and socioeconomic-political environment and the resilience of the developed democratic economies of Europe.

Elias G. Carayannis
Panagiotis E. Petrakis
Pantelis C. Kostis
Preface
One of the methods of detecting the future is called the “Delphi Method,” apparently with reference to the future prediction processes that took place at ancient Delphi. The ancient Greeks had elevated the analysis of the future to a systematic activity of individual and collective interest, although risk analysis and uncertainty analysis were certainly not in their thinking.
This book aims to provide the reader with the necessary cognitive background to be able to either embark on the exercise of foresight or to be able to be critical of similar efforts. At the same time, he or she will acquire the ability to compose future scenarios for general and specific purposes. Of course, the process of formulating future scenarios is an extremely complex task, but the knowledge contained in this book will provide a cognitive starting point. Therefore, this book should be considered an initial contribution to the development of the subject.
Although the future has been the object of human attention since man’s existence on earth, it is only recently that it has been developed as an object of scientific approach, with the result that the relevant Anglo-Saxon terminology has prevailed with the main expression “foresight,” which in Greek should be translated as “ενόραση”. But "foresight" rightly refers to an activity of the human mind that involves elements beyond the causal and axiomatic foundations of scientific thought, with the result that there is increasing distrust of the conclusions of assessments of alternative paths to the future. We have therefore preferred to use the concept of long-term planning in the title of the book, even though the word “planning” refers to a conscious human effort to influence the future toward the achievement of certain goals, rather than simply describing alternative paths to the future. But isn't that our ultimate goal? To understand what the future might look like in order to position ourselves to achieve milestones that affect individual and social life. This is why the choice of the concept of “long-term planning” at the heart of our reflections is ultimately justified.
As far as the term “political economy” is concerned, it is obvious that we are approaching a general and integrated concept of reality with an economic, social, and political dimension, since we are adopting the viewpoint of political economy in the study of the present and the past. It is essentially an integrated analysis of human activity. In other words, what the book does is to give the social, economic, and political dimensions of long-term perception, and hence planning for the future.
The title of the book could be The Political Economy of Foresight and Long-term Planning if not for linguistic constraints and risk of misrepresenting the material. Nevertheless, the content is substantial and we hope it will be helpful to its readers.
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Anna-Maria Kanzola
Athens, Greece
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Foresight and Strategic Planning as an Interdisciplinary Approach and Technique
In everyday life, all people make predictions because expectations take the form of forecasts (Tetlock & Gardner, 2015). However, as the complexity of systems increases and extends beyond the personal decision cycle, either due to extreme events such as a financial crisis or highly complex interconnections, individuals are driven into the realm of foresight to predict the future (Tetlock & Gardner, 2015).
Forecasts refer to the ability to quantify the future using probabilities and mathematical formulae. Strategic foresight, on the other hand, sees the future as a state of mind that cannot be described precisely. However, the aim of strategic foresight is not to describe the future accurately but to prepare and broaden the way individuals think about the future. It does this by using a range of possible alternative conditions that, if properly evaluated in the present, can shape a desirable future. That is, through strategic foresight, we can (i) analyze possible versions of the future and (ii) make quantified predictions based on the assumptions at hand (Loveridge, 2009). It becomes clear that trying to imagine realistic versions of the future is a clearly superior intellectual task to simply making predictions, because in doing so, we are to some extent ‘shaping’ the future.
Futures studies is a genuinely interdisciplinary field that can be applied to a number of social sciences (Kristof & Novaky, 2023). In general, futures studies should be pluralistic in order to deal with the uncertainty that characterizes the future in the best possible way, based on real analysis and synthesis (Vervoort et al., 2015). This necessity stems from the fact that our world and the future are made up of heterogeneous actors, each of whom experiences and perceives reality in a different way. Foresight is therefore a complex process and is always under construction, as various individual perspectives and behaviors collectively influence the present and thus the future (Rutting et al., 2022). As the future is for everyone, foresight integrates a number of disciplines, both to achieve integrity and interdisciplinarity, and to evaluate and synthesize different perspectives.
Note that when analyzing the future, dynamically conflicting relationships can emerge. This phenomenon is called discordant pluralism (Gregory, 1996), or conflicting disciplinary insights (Repko, 2007). However, while analysis does not lead to unanimity, it allows for an exchange of views, analyses, and evidence to better explore the conditions that will shape the future (Rutting et al., 2022). For example, climate crises and economic growth may have ‘antagonistic’ relationships. Future analysts should take input from biologists, environmental scientists, and economists to design scenarios (scenario planning) and strategies (strategic planning) that address risks and embrace benefits. Therefore, an interdisciplinary view of the future allows multiple scientists to participate in shaping it, reducing bias, and highlighting real societal goals.
The term ‘foresight’ has a long etymologic history and generally refers to people's ability to predict the future. A variety of definitions fall under the umbrella of actions to foresee the future, such as strategic insight, forecasting, and studying the future (Ednie et al., 2022). A slightly different terminology in terms of content is technological foresight, which was introduced in the 1990s in an attempt to predict new technological trends (technology foresight) that would shape the world (Martin, 2010; Miles, 2010). However, the idea that the future can also be predicted through a systematic study of technological and scientific trends is clearly older (Wells, 1901/1999) and rooted in interdisciplinarity, analytical skills, and unbiased and objective research (Ednie et al., 2022; Van Woensel, 2020).
Foresight is based on basic scientific principles such as observation, hypothesis, and scenario building (Niiniluoto, 2001). According to Ednie et al. (2022), foresight science is a systematic approach to predicting future developments through the use of analytical and predictive tools. As a basis for forecasting, these processes rely on historical analysis (Schoemaker, 2020), which reveals different causal dynamics for the impact of certain longitudinal trends (Bradfield et al., 2016). The use of historical analysis in an effort to predict the future is equipped with the ability to perceive change and deviation from a linear trajectory and to be surprised (Staley, 2003).
However, not only the field of historical analysis can be associated with an attempt to predict the future. Many disciplines, such as astronomy, physics, and chemistry, have dimensions that can be found at the core of foresight, in the sense that the theories generated from these fields, together with certain reference conditions, past knowledge, and boundary conditions of the environment, produce predictions of observable events in the future (Niiniluoto, 2001). If we follow the same logical process for analyzing the future, this means that those who attempt to predict the future are charged with the obligation to replace any non-scientific prophecy or prediction–coming from philosophy, literature, and religion–with valid speculations about the future (Niiniluoto, 2001).
Thus, it seems that effective future analysis through strategic planning must consider contextual factors (Staley, 2003). Attempting to incorporate multiple factors also requires appropriate knowledge and synthesis skills to avoid the fallacy of composition or division. Such an approach is characterized by interdisciplinarity and the need for multifaceted and informed knowledge.
Nevertheless, three important issues may undermine the effectiveness of future forecasting exercises, and ultimately, their characterization as a scientific process. First, because there is no single approach to forecasting exercises, and because they are carried out by humans, there is a possibility of bias. Second, a lack of imagination in predicting the future can lead to predetermined futures (Inayatullah, 2007). Third, such an approach may give the false impression that foresight exercises produce facts and knowledge according to the Platonic definition of confirmed truth (Niiniluoto, 2001). However, this is impossible because of (i) the impossibility of directly verifying predictions, (ii) the complex, simultaneous, and often unknown or immeasurable conditions that produce the future, and (iii) the possibility that some ‘accepted truths’ may not hold in the future (Niiniluoto, 2001). Certain principles based on mathematics and physical laws will always hold, but predictions on this basis are of little value because they are a self-evident reality both in the present and in the future (Niiniluoto, 2001).
In particular, on the third point raised above, Lukasiewicz (1970) suggests that accepting the deterministic view of the world means that today fully affects tomorrow, and thus all predictions about the future have some kind of fixed but unknown degree of truth (Niiniluoto, 2001). Of course, this brings us back to the methodological conundrum (Petrakis, 2020) and whether accepting causality is satisfactory or problematic for explaining the world, as conclusions in this methodological framework are affected by small changes in initial conditions (Niiniluoto, 2001). At the same time, without knowing the initial conditions, since our knowledge of them is based on observation and limited archaeological and other evidence from the past, it is impossible to have an accurate and unambiguous knowledge of the world and thus of its future dimension (Wood & Smith, 2022).
The conclusion drawn is that the field of futurology meets certain basic criteria to be considered a science, but at the same time, it lacks the characterization of a purely scientific process, since it requires the verification of observations and formed visions, which is impossible in a useful time horizon. However, if the attempt to predict the future is not purely scientific, is it not a type of art or technique?
The philosophical and factual issues surrounding whether foresight is a science have led to the development of the position that it is clearly more akin to a kind of ‘art’ (Loveridge, 2009; Tetlock & Gardner, 2015). This is because of the positivist attitude that underlies the practice of science by definition, according to which foresight does not meet all the criteria for being a science. Another reason lies in the abstract association of foresight with pagan and ritualistic processes practiced by prophets, seers, and witches (Loveridge, 2009). Over time, however, with the ancient Greek foundations of the system of logic, foresight processes have become increasingly based on scientific foundations and real-world stimuli.
Of course, the use of intuitive criteria can produce distorted views of the future, but this should not be the main argument of those who argue that foresight is not a science, since creative imagination and intuition—from neurological and realist points of view—are necessary for the production of any scientific theory. In essence, the argument for the idea that foresight exercises are an ‘art’ concerns the use and interpretation of all available information to ultimately determine the lines that science follows (Loveridge, 2009).
In any case, it is important to make clear that the use of the term “art” is twofold. First, characterizing foresight as art emphasizes (i) the impossibility of direct control and verification of formulated hypotheses and theories and (ii) the necessary involvement of imagination, intuition, and creativity (Cornish, 1969; Störmer et al., 2020). From another perspective, however, the arts in general refer not only to creativity and imagination but also to the ability to perform a specific task—in this case, predicting the future (Niiniluoto, 2001). Thus, the characterization of foresight as art actually raises the question of whether it is based on knowledge in the sense of informed opinions and/or on certain skills characterized by flexibility, which can be considered intuitive criteria. In this case, however, we are not talking about art, but about a technique that undoubtedly characterizes foresight without detracting from its scientific background.
Therefore, the above statement invites us to identify the elements that characterize the foresight process. In other words, to avoid diminishing the importance of foresight and characterizing it as merely a task based on the personal judgment of the analyst concerned, certain conditions need to be in place to ensure that it is effective. First, foresight exercises should be transparent with clear indications of the methodology used and where the imagination factor has been introduced. Second, future scenarios should be evidence based and interdisciplinary. Third, subjectivity about developments should be social in the sense of current social concerns—and documented—rather than subjective judgments of the experts designing the scenarios.
By analogy, because foresight is human rather than automated, certain personal characteristics are critical. These characteristics relate to the training and education received by the person exploring the future as well as their orientation toward dealing with the future. It should be noted that the above suggestion is not an allusion to the formation of an elite group of futurologists, but a reference to the importance of contextual factors and the fact that no one is actually in a position to predict the future accurately, so openness to knowledge and serendipity is required, bearing in mind that to a considerable extent tomorrow is being shaped today.
It is obvious from the brief analysis above that there is no clear and accepted approach to the scientific or non-scientific nature of foresight. By and large, this question has been of concern to experts in the field of foresight, as the predominance of one view over the other would imply (i) either that the field of foresight should be narrowed down in terms of what counts as studying the future, or (ii) that we are referring to a hybrid methodological construct that would damage the validity of efforts to predict the future (Fergnani & Chermack, 2020; Lauster & Hansen-Casteel, 2018). Furthermore, according to Loveridge (2009), the idea that foresight is not a science may lead to its non-acceptance in some cultures, where the concept and role of science are intertwined with legislation.
Different arguments can be developed to refute both perspectives. For example, approaching the study of the future from a social science perspective provides important quality criteria for its foundation (Shala, 2015, 2018). However, dealing with the prediction of the future is a new form of planning (Julien et al., 1975) that requires creative interventionism and imagination, as its object is the organizing of the (unknown) future (Mannermaa, 1986). From this perspective, the study of the future belongs to what Simon (1996) calls the ‘sciences of the artificial,’ which are related to all fields that develop designs for performing tasks or fulfilling goals and functions, and which are ‘concerned not with the necessary but with the possible (and) not with how things are but with how they might be, in short, with design’ (Simon, 1996, p. xii).
Ultimately, foresight is something between science (knowledge) and technology (skill) because of its multidimensional nature and the essential role of imagination. In essence, although imagination and creativity—alluding to the untamed nature of art—are needed to describe the future, the corresponding skills and commitment of science are also required so that the predictions are shielded from subjectivity and grounded as much as possible in the logical process (Lauster & Hansen-Casteel, 2018). Popper (2008) reached a conclusion similar to Popper's Foresight Diamond, which consists of four facets, each of which contains the concepts of (i) expertise, (ii) interaction, (iii) evidence, and (iv) creativity. These concepts correspond to methodological approaches (quantitative, qualitative, and others).
This approach is taken in this book and is in line with Niiniluoto (2001), who argues that futures studies, in combining the tasks of exploring possible and preferable future states, are a mixture of theoretical and empirical research, methodology, philosophy, political action, and interdisciplinarity. At its core, however, we find a science of planning that seeks to assist in the rational planning of the future.
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Introduction
There is a general belief that history is more important than most social science works acknowledge. The historical approach provides a structured framework for understanding contemporary social phenomena, and historical explanations seek to identify the forces that drive the observed change. Specific events, relationships, and conditions, although located in the distant past, may critically impact the future.
Futures studies cannot, therefore, be based on rigid notions of 'scientific objectivity,’ which would leave much of the historical knowledge unexplored. This would entail methodological risks for the perception and study of the future. On the other hand, the acquisition of historical knowledge does not mean that it allows us to predict the future with absolute certainty; the future is inherently unpredictable. However, we can put predictions or possible scenarios on a firmer footing and identify historical patterns that will enhance our ability to assess the conditions that sustain continuity or cause change in societies.
In essence, change—wherever it comes from—and continuity constitute a classic dichotomy in the fields of history, sociology, and the social sciences in general. The dichotomy between continuity and change is also important in the construction (periodization), discussion, and evaluation of historical periods.
Individuals sometimes perceive historical development as a list of events. However, understanding history as a complex mixture of continuity and change, and exploring the determinants of this dynamic process, creates a fundamentally different sense of the past, present, and future, and thus provides a more structured analytical framework for strategic planning.
The volatility and complexity of the environment in which individuals, companies, and governments operate require both a constant effort to gather information and to adapt long-term strategies to the changes that are taking place. Tracking signaling data and finding sources of information about future developments improves the analysis and use of scenarios and, thus, the decision-making of stakeholders. Anyone trying to predict the future effectively should, therefore, listen carefully to contextual conditions.
The chapter is therefore structured as follows. First, it examines the concepts of continuity and change (Section “Continuity and Change”), synthesizing the possibilities offered by foresight with the knowledge available in economics (historicism, dependence on the past, and randomness) to predict future developments. The focus is on whether it is realistic to speak of 'controlling' the future. The chapter goes on to identify the factors that maintain continuity or bring about change (Section “Factors that Maintain or Disrupt Continuity”), with particular emphasis on the role of exceptional disruptive events in the latter case (Section “The Role of Disruptions”). The chapter concludes by highlighting the importance of knowledge and information in scenario planning and presents key concepts in the field of futures studies that can signal changes in expected developments and outcomes (Section “Signaling the Future”).

Continuity and Change
Continuity can be understood as the absence of change or the existence of a state of stability in an otherwise changing world (Gerschenkron, 1962). The study of change and continuity makes it possible to explore trends and turning points over time, looking at dimensions that remain constant while others change.
The continuity hypothesis has been a reasonable, if often incorrect, prediction in many situations for thousands of years, giving a flat picture of the future and seeing the past, present, and future as essentially unchanging. This belief, as Dator (2009) notes, that the future is simply what is happening now in an extended and perhaps amplified form of the present, is a perfectly understandable first reaction to thinking about the future.
However, the historical experiences of societies have revealed patterns of continuity and change. Historical analysis makes it possible to identify continuities over time in key institutions, values, and traditions, as well as processes that lead to change, triggering innovation, and the development of new ideas, values, and behaviors. Understanding this ongoing social evolution improves our ability to answer questions, such as how the world has changed and how it might change in the future. This is because knowledge of the past and present, combined with the ability to integrate logic with imagination, allows us to visualize possible scenarios.
As humans, we want growth, but we are also "built" to protect what we already know, even if it means undermining our progress. In other words, we want and need a large dose of stability along with change. However, change pervades all the aspects of life. Three categories define change: its nature (social, economic, cultural, political, technological), its speed, and its scale. Change can, of course, be positive or negative, and the common distinction between intentional and unintentional change (Poole, 2021) suggests that any occurrence of change can be categorized as either planned or unplanned.
However, from an evolutionary perspective, change can have several manifestations (Pantzar, 2017). Change can be directional, reversible, controlled, endogenous, cumulative, constituting growth or progress, and progressing slowly and gradually. It can certainly be characterized by none or only some of the above. In any case, an individual examination of the characteristics helps understand the nature, direction, and potential impact of the changes. By assessing the importance of variables and constants, we can understand our place in history, and thus approach the future on a sound basis.
Is It Feasible to Manage Future Developments?
Humans have always been precognitive. Other animal species have advantages in physical and bodily characteristics, but Homo Sapiens is characterized by the ability to plan, which has given it enormous advantages in survival and development. At the same time, understanding past events as indicators of what is to come has allowed humans to see history as a series of patterns, where clear cycles, sequences, and motifs can be traced in the past and are therefore expected to be repeated in the future. This was reinforced by the success of the natural sciences in deriving general laws from accumulated empirical evidence.
Human attempts to increase knowledge about the shape of future events have a long tradition (Bell, 1996; Miles, 1979). Although the aim is always the same, there have been significant historical and geographical differences, most obviously in methodology, i.e., the way in which predictions have been made and interpreted. Since ancient times, people have attempted to predict the future (Bell, 1996; Lloyd, 2016) through various techniques of divination and prophecy, interpretation of natural phenomena, and observation of natural patterns, particularly of celestial bodies, whose movements it has been possible to approximate with great accuracy by means of pure empiricism.
During the Renaissance, the application of mathematics and, in particular, the introduction of calculus, combined with logic and empirical observation, improved man's ability to explain the movements of the solar system and made his predictive power much more impressive. Probability theory, which emerged in the late sixteenth century, and modern statistics, which emerged in the late 19th and early twentieth centuries (Lightner, 1991), together with the use of computer systems from the 1950s onwards, synthesized a systematic way of collecting, analyzing, and presenting data, enabling researchers, companies, and organizations to carry out predictive analyses and to estimate and sometimes even control the course of future developments.
The passage of time is associated with change, which, especially when unpredictable, creates uncertainty. Consequently, the future involves a combination of parameters that cannot be easily identified and controlled, such as the concepts of “probability,” “opportunity,” “chance,” and “coincidence.” However, through planning and proactivity, their negative effects can be controlled or even minimized (Mintzberg, 1993). Therefore, the right way to deal with future events and situations requires individuals to be prepared for the future.
Many people respond to uncertainty with denial, holding an unconsciously deterministic view of events (Schwartz, 1996). They take it for granted that some things cannot occur. Others believe that the future is predetermined and unchangeable. Therefore, they believe that there is no room for influence through their actions, and since intervention is futile, they should not worry about the future and their place in it. However, accepting that humans are rational beings implies that rational thought can prepare us for what we will face in future. In this light, a lack of preparation signals fails, whereas good preparation helps overcome problems and difficulties.
Although the roots of future thinking can be traced back to the beginning of human societies, systematic efforts will emerge in the twentieth century (Bell, 1996) with the development of the field of futures studies, a relatively new field of research that aims at the interdisciplinary and holistic study of trends in social, technological, and physical phenomena, as well as understanding the course of their evolution and their impact on the wider human environment. In short, the aim is to explore how people will live in the future. Whereas for pre-modern societies the future is something that happens and over which individuals have limited control, for modern societies the future is something that can be carefully studied, shaped and ideally be planned (Giddens, 1990).
The founder of the scientific field of futures studies is considered (Wagar, 1996) to be Herbert G. Wells, whose book Anticipations (Wells, 1901/1999)—in which he attempted to estimate with some accuracy what the world would be like at the turn of the millennium—marked the starting point of the research field.1 The book was a combination of trend watching and foresight to speculate on the evolution of society. However, the study of the future did not become a formal discipline until after the Second World War (Bell, 1996), when technologies and social systems were changing so rapidly that the future seemed less certain than in the previous eras. As a field of study, it gained popularity around the 1960s (Dator, 2011), when the modern study of the future began as a result of a combination of factors (Wagar, 1996): the need of businesses and governments for long-term planning, advances in technological and economic forecasting, and the 'erosion' of the boundaries of the field of knowledge, which led to the emergence of related studies as a truly interdisciplinary activity.
In general, the study of the future can be seen as an interdisciplinary branch of the social sciences and an extension of the field of history, aiming to understand what is likely to continue and what might reasonably change. “Foresight” is the original term, first used by Wells (1932/1987) in this sense. Foresight is therefore a field of knowledge that seeks to understand the past and present in a systematic and patterned way and to explore the probabilities associated with future events and trends. However, its methodology and results are much less verifiable than those of the natural sciences or social sciences, such as sociology and economics; hence, there is controversy over whether this discipline is an art or a science, and in some cases, the reference to it as a pseudoscience (Williams, 2013).
However, unlike people who see the future using pseudo-scientific methods, futurologists do not believe that it is predetermined. On the contrary, they believe that the future depends on numerous interactions between the elements that make up our society and our environment, which are entirely physical in nature—not metaphysical or imaginary. The future cannot be seen through crystal balls and miraculous prophecies, nor is it written in the stars, but is it shaped by a series of social and physical formations. What emerges is the principle that we cannot have absolute knowledge, but the use of present observations and past experiences, combined with creative thinking, allows us to develop contingencies that can guide our predictions. Therefore, in the future, we must remember that its representation is based on probabilities, rather than absolutes.
Karl R. Popper (1988) states that for a radical new innovation to occur, the future must be unknown; otherwise, an innovation would, in principle, already be known and would have occurred in the past rather than in the future. As a result, the disadvantages of studying the future are obvious. No event or situation can be predicted accurately or completely, that would be utopian. However, futures studies can offer a significant advantage, or Pareto improvement, because although they cannot produce accurate and complete information about the future, a certain information about the future is always better than no information at all when making decisions in the long run. Thus, the end result is not an accurate picture of the future but the potential for better decisions about the future (Schwartz, 1996).
As Dator points out, although the future cannot be predicted, alternative futures can, and the preferred ones are constantly being ‘visualized’ and ‘invented’ (Dator, 1996 as cited in Kuosa, 2011). This means that we can have the knowledge of predictions and visions, scenarios and expert opinions, concepts, and methodologies of the field of futures studies, but of course this is not the same as knowing the future. Predictions and visions are cognitive activities in the sense that they are based on a theory of knowledge, but they do not provide knowledge about the future itself. What they do is provide us with constructive knowledge and guidance regarding a limited number of possibilities. A major reason why studies of the future are needed is precisely to improve human wisdom in decision-making and the effectiveness of human action through more conscious and appropriate future-oriented thinking.

Historicism, Serendipity, and Path Dependence
Two different theoretical perspectives define the extremes of the evolutionary courses of economies and societies. The first is related to historicism, and the second to serendipity. In between, the view is that what is happening now is the result of constraints and opportunities 'coming' from the past in the form of path dependence. At the heart of historicist thinking is the view that social formations and human actions are defined by the past and have a definite future. The opposing view is that their development is the sum of the effects of random events with no predictable paths.
Historicism has been an important tradition in German social science philosophy since the late eighteenth century (Iggers, 1995; Rossi, 2001).2 Based on a strong and universal awareness of change over time, historicism attempts to explain the existence of social, economic, and cultural phenomena (including ideas and beliefs) by studying their history, that is, the process by which they were formed. Change—whether superficial, repetitive, or complex, and unpredictable and based on past experience—is seen here as structuring the dominant reality of social life, gradually shaping human thought and behavior, and ultimately its formal form, institutions (Hanson, 1987).
At the heart of the philosophical stream of historicism is the idea that the human mind knows no reality other than history (Iggers, 1995), which is a human construction and therefore reflects human intentions. Thus, the importance of history is emphasized as a standard of value and a determinant of events. Unlike natural sciences, which are dominated by repetitive phenomena that can be explained by the inductive process of general laws, history has its own methods and deals with concrete, unexpected, and non-repetitive events. However, it is argued that general laws, rhythms, or patterns can be identified historically, from which predictions about the future can be made in social sciences (Reynolds, 1999). Therefore, the aim of the researcher is to try to understand the intentions of the actors involved and discern the significance of their actions in relation to future events.
As a methodological approach to economics, historicism can be traced back to the second half of the nineteenth century, exerting a strong influence in the German-speaking world3 (Shionoya, 2001a), where the German Historical School came to dominate.4 Within the school, history was seen as the fundamental source of all knowledge about human behavior and economic issues, since attitudes and economic theories depend on the existing social context and cultural background, and are therefore not generalized theories with universal geographical and temporal validity. When the social context changes, the theory must necessarily change. Therefore, a proper understanding of things requires that they be considered within their respective historical context (Reynolds, 1999). Social phenomena are surrounded by complex and time-bound social systems, which both shape and contribute. Each system has its own unique, dynamic identity, which, as it evolves over time, assembles (and is modified by) some specific values, behaviors, and conditions that characterize the periods through which it passes.
Central to historicism is the idea that social sciences must reject the search for intertemporal universals (Hanson, 1987). And if these do not exist, then all generalizations must be relative—bounded relativism5 must characterize social analysis (Hanson, 1987). There are no absolute, unhistorical values of any kind (Reynolds, 1999); rather, all ideals are geographically confined and related to a particular historical culture and period. Nor are norms of rationality fixed, as currently accepted forms of reasoning will not necessarily not be replaced by new forms, nor is there a universal (Newtonian) norm of rationality that constrains all peoples at all times. While all that we tend to identify as “knowledge” in our own culture is, in fact, merely a reflection of the local cultural background and not an accurate and objective representation of independent reality.
Regarding the phenomenon of ‘path dependency,’ this is a concept in economics and more broadly in the social sciences that refers to processes where past events or decisions limit/bind later forms (Puffert, 2008). Path dependency encompasses a set of contingent, irreversible dynamic, and evolutionary processes that, being non-ergodic, cannot be freed from their history (David, 2001). In path dependency, historical analysis has a key position and enduring influence. Where we go next depends not only on where we are now, but also on where we have been, with past decisions likely to have been 'locked' into certain inferior outcomes.
There is a prevailing view in the literature that history is more important than most social science literature acknowledges (Mahoney & Schensul, 2006). It has been argued that certain events, although located in the distant past, can have a critical impact on the future, while prevailing scientific methodologies, such as mainstream statistical methods and rational choice analysis, draw attention away from specific historical events and distort the real causes of important outcomes.
Path dependency states that equilibrium points in economies depend on historical events and cannot be predicted solely from the knowledge of efficient distributions or the conditions that determine them (Arthur, 1989). Evolutionary sequential dependence thus highlights the problem for economics—and especially neoclassical economics—of the efficient functioning of markets. In other words, the strong role of historical random events determines the shape of the economy and may contribute to market inefficiency (Krugman, 1994).
Technology is a typical area of path dependency. Through learning-by-doing or learning-by-using, the early use of a technology can create a "snowball effect,” whereby the particular technology quickly becomes preferred to others and, although superior technologies may emerge, it will dominate the market if dynamic increasing returns prevail (Cowan, 1990). As an increasing number of people choose one technology from a set of competing technologies, it becomes more attractive because of increasing positive externalities (e.g., social networking platforms), which is a central theme of research in network economics. Thus, even if individual choices are perfectly rational, the market may be locked into inferior technology (Arthur, 1994).6

A categorization of path dependency is offered by Roe (1996), according to which dependency can be (i) weak, where the effectiveness of the chosen path is linked to certain alternatives, (ii) semi-strong, where the chosen path is not the best but not worth correcting, or (iii) strong, where the chosen path is highly inefficient and there is no possibility of correction. As information is always imperfect, the second case is always possible. The inferiority of a chosen path is unknown at the time of the choice, but we later realized that an alternative path would yield greater benefits. However, the ‘remedy’ can be very costly.
The idea of increasing returns from past interdependence has also been applied to understand institutional development in economics (David, 1994; North, 1990, 1994) and political science (Pierson, 2000; Thelen, 1999). North (1990, 1994) argues that, in the context of complex social interdependence, new institutions involve significant learning and coordination effects and often high fixed or start-up costs. Established institutions create strong incentives that reinforce their own stability and further growth, while institutional regulations give rise to complementary forms of organization, which in turn can create new complementary institutions—what North calls the “interdependent fabric of an institutional matrix.” According to North (1990, 1994), the development of interdependent institutional matrices explains the anomaly of persistent divergence in the performance of economies as they involve a set of institutions that resist change through a series of structural and active processes. Individuals and organizations adapt to existing institutions that, once in place, are difficult to change and have a strong impact on economic growth.
On the other hand, a mechanism that can lead to profound changes is serendipity, that is, the accidental and unsolicited elements of new discoveries that lead to something potentially valuable (Cunha et al., 2010), or a particular kind of discovery in which observation, intelligence, and luck are combined in a specific context, a socio-cognitive micro-environment (Merton, 2004). These definitions refer to the existence of unforeseen events that could change the evolutionary processes of economies and societies.
The knowledge economy places particular emphasis on knowledge levels and cognitive skills, shifting the means of production from machines to people, with the economic system relying more on intellectual skills than on physical input or natural resources (Powell & Snellman, 2004). On this basis, accidental human-driven technological development can lead to a remarkable improvement in the production process and thus to an increase in productivity.
However, Rasmus (2014) uses the term ‘serendipity economy’ to describe value in production from a more holistic perspective. Here, value arises from serendipitous encounters between individuals or ideas that lead to innovations that cannot be predicted by performance measurement mechanisms. Thus, although innovation and technological progress are prerequisites for economic growth and a primary means of improving productivity, the focus should be on the efficiency of creating similar networks and identifying and being aware of the people or ideas that would lead to exceptional action, thus increasing the potential for positive circumstances (Rasmus, 2014).
It is argued that in reality, only knowledge and learning can bring about improvement. According to De Rond (2014), the concept of serendipity is usually used restrictively as a synonym for chance and random events, which is one of the reasons it has received little research attention. The characteristic element of surprise makes its processes difficult to understand and study.
Alternatively, serendipity can be understood as a concept that describes an ability rather than an event (De Rond, 2014), focusing on human action rather than probability. Thus, the concept of serendipity can be captured by three requirements (Malmelin & Virta, 2017): readiness, openness to new directions and opportunities, and a willingness to doubt and challenge established ways of thinking to open the way to innovation. Conceptually, this means that it is not just a chain of extraordinary events but also the result of a determined and practical effort by an individual (or a group of individuals) to create something new and useful. In this light, it follows that, to achieve randomly desirable outcomes, it is necessary to recognize that it is acceptable to try new things and make mistakes or fail (Cunha et al., 2010). Serendipity is therefore approached in the literature as a phenomenon that is defined and understood as a cognitive process that cannot be controlled or managed but at the same time as an organizational process that can be guided and supported (Cunha et al., 2010).


Factors that Maintain or Disrupt Continuity
The future cannot be a deterministic consequence of the past, for at any given moment many factors are influencing its ‘realization,’ disrupting this relationship of continuity. Powerful corrosive forces can transform in unexpected ways and combine to produce greater effects than anticipated. At the same time, desired changes may be easy to visualize, but very difficult to implement.
By its very nature, the disruption can leave no clear path to follow, undermining the effectiveness of strategic decision-making. To understand disruption, it is important to first understand our own biases regarding how we perceive it. As attempting to visualize the future is an inherently human-led process, it is subject to bias and misinterpretation.
In social sciences, evolutionary theory usually refers to the general idea of the mechanisms that create continuity or change in social systems. Within the field of futures studies, the identification of factors that maintain or disrupt continuity has a prominent place in efforts to construct alternative futures. A useful analytical tool for this purpose is the 'futures triangle'. Developed by Inayatullah (2002, 2008) to map the past, present, and future, the futures triangle is a format that can be combined with other tools such as scenario planning (Fergnani, 2020), which increases the complexity, interpretability, and depth of a foresight project. The basic idea is that there are three dimensions (vertices of the triangle) that delineate plausible alternative future states, the intensity and interaction of which creates a possible future space within the triangle (Fig. 2.1). These are:[image: A triangular flow chart illustrating the concept of "Possible Futures." The top vertex is labeled "Pull of the Future," the bottom left vertex is labeled "Push of the Present," and the bottom right vertex is labeled "Weight of History." Arrows point from each vertex towards the center, indicating the influence of each factor on possible futures.]
Fig. 2.1Futures triangle (Source Inayatullah [2002, 2008])

	The weight of history, i.e., the barriers and deep structures that resist change,

	The push of the present, that is, the tendencies that push us in certain directions and the factors that can change their future development, and

	Pull of the future, that is, the forces that pull us toward certain situations that are shaped by the vision we form of them.





The usefulness of the scheme lies in the fact that the three dimensions of the triangle are used to study change, representing expected change, drivers of change, and barriers to change (Fan & Khang, 2014).
In general, the most important factors that support and reinforce the status quo and limit or prevent change are social characteristics such as institutions, traditions, customs, and, in general, the cultural background of society. The social value and belief system reinforces the status quo by preventing change. Knowledge of these factors presupposes knowledge of history because while they are located in the present as identifiable established trends that lead us along a defined path (push of the present), their formation is located in historical space.
According to MacMillan (2010, p. xii), history can be likened to 'a small lake, sometimes warm, often sulfurous, lying beneath the present, silently shaping our institutions, our ways of thinking, our likes and dislikes.’ In this sense, history can be a burden, holding us back from the future we want, as the weight of the past acts as a force of resistance, standing in the way of change (Inayatullah, 2002). These can be technological and environmental barriers, such as the lack and scarcity of resources to realize a vision, environmental constraints, or the slowness of technological dissemination. However, in most cases, they are ideological and psychological weights, that is, entrenched perceptions and backward-looking attitudes that exert pressure against change. As Inayatullah (2003) explains, the burdens of the past are the deep structures of what appear to be problematic in terms of change.
On the other hand, the most important and widespread factors disrupting the continuity of the ‘past-present-future’ relationship are technological progress, innovation, but also violence. In this case, too, the determinants are anthropocentric, since they concern human actions, whether their effects are positive (e.g., knowledge, inventions, creativity) or negative (e.g., wars, terrorism). They usually result from the interaction between the aspects of individual personalities and the characteristics of the underlying environment. Although they may be predictable based on past experience, by their very nature they are visions and images of the future that are not easily expressed in data (Inayatullah, 2002). And while they are not yet formed, the projection of their image from the future into the present pulls the course of evolution into different future states (the pull of the future). Thus, these disruptive factors change the prevailing trends and upset the continuity relationships.
Inductive thinking about possible visions of the future is a necessary stage in the implementation of strategic action in the long tradition of scenario planning based on intuitive reasoning (Schwartz, 1996). As a result, the futures triangle is particularly useful in scenario analysis because each of its three dimensions is associated with multiple and potentially competing visions of the future (Hoffman, 2013), giving a multidimensional form to the forces that maintain continuity and drive change.

The Role of Disruptions
The future is not a fixed state, but a constantly evolving process of events from the past to the present. The most influential drivers of change are random disruptions with a strong endogenous or exogenous system-wide influence. While globalization has increased efficiency through integrated supply chains and capital mobility, it has also increased the scale and speed of crisis transmission in the event of a systemic 'breakdown.' The consequences of low-probability, high-impact events often spread unevenly across sectors and quickly cross national borders. An example of this is the public health and economic crisis of recent years following the outbreak of the Covid-19 pandemic.
In futures study, change as a result of exceptional events is a key subject of analysis, focusing on the concepts of discontinuity and wildcards. Discontinuities concern either expected or unexpected accelerations, slowdowns, or even total halts in the known course of events (van Notten et al., 2005). Drucker (1968) described discontinuities as unexpected and seemingly insignificant events that derail today's trends by shaping tomorrow's society. Discontinuity is characterized by the speed, scope, and consequences of change, and the degree to which it is irreversible (Ayres, 2000). Discontinuities can be gradual, describing changes following transitional developments, or abrupt, characterized by the instantaneous nature of the change (van Notten et al., 2005).7

On the other hand, wildcard events are perceived as exceptional events with huge impact (Hiltunen, 2008), or in other words, as high-impact and low-frequency events (Rockfellow, 1994). However, the concepts of wildcard events and discontinuity can be linked because the high impact of wildcard events reflects the extraordinary magnitude and structural and potentially irreversible nature of a discontinuity. Wildcard phenomena are sudden and unique events that are considered highly unlikely to occur but can be turning points in the evolution of a particular trend or system (Mendonca et al., 2004). The dominant element is surprise (Cornish, 2003), as unexpected events materialize so quickly that the underlying social systems cannot respond effectively (Petersen, 1999).
In situations where information is limited and undefined, occasional surprises, and the resulting failures, are inevitable. Petersen and Steinmüller (2009) identify three types of surprises:	i.
Events that are known and relatively certain to occur but not certain as to when (e.g., an earthquake).

 

	ii.
Future events that are unknown to the general public but could be discovered through technical expertise or the use of appropriate modeling (e.g., some effects of climate change).

 

	iii.
Intrinsically unknown future events in which no expert is aware of and for which no means of observation exist (a type of completely unknown events, unknown unknowns).

 





Wildcard effects can take any of the above forms, with the number of cases of completely unknown events being virtually incalculable. The concept of “black swans introduced by Taleb (2010) is a synonym for wildcard phenomena that fits the characteristics of the third category above. Taleb (2010) attempted to describe unexpected events that play a collectively dominant role—much larger than normal events—in the course of history and have a strong impact and implications for societies. Black swans are rare events because they are outside the realm of our expectations and experiences, with no prior information about their probability of occurrence. Despite the extremes they create, they are subsequently and to some extent inappropriately rationalized as explainable or even predictable events (Taleb, 2010), reflecting the phenomenon of “hindsight bias” (Roese & Vohs, 2012), the common psychological tendency of people to perceive past events as more predictable than they actually were.
The most dramatic moments in human history are those that are impossible to predict. Black swans show us that what we do not know is more important than what we do. New information and events that people are unaware of or never thought of occur more often than people think. More importantly, the impact of such events is beyond their imaginability. Therefore, the future should not be considered to be permanently predictable and continuous.
By definition, black swans cannot be predicted by looking at past and present trends; however, this does not necessarily mean that the human mind cannot attain them. Uncertainties are always plausible and conceivable (Saritas & Smith, 2011). The concept of surprise is closely related to our perceptions and expectations, which implies that events are surprising but only in relation to certain views we form about the environment. The search for black swans and wildcard phenomena can be viewed as a practical tool for adapting to a turbulent environment. Although the level of preparedness and adaptation may never be optimal, tracking these powerful forces of change and improvising to deal with unexpected, unpredictable events helps us shift our thinking in a more non-linear and imaginative direction, preparing us to deal with conditions of constant evolution.
Discontinuities and unexpected events are vital, especially in the social sciences, where such shocks are pervasive and mathematical and strictly scientific methods are largely ineffective in capturing them (Devezas, 2010). Thus, experimentation with new and untested ways of thinking and problem-solving is required (Mendonca et al., 2004). An important application of alternative future state mapping and scenario development is the exploration of possible discontinuities and exceptional events in the current developments. An effective way of conducting this kind of research is to gain knowledge from unconventional sources of information (Mendonca et al., 2009).

Signaling the Future
The inability to perceive discontinuities or exceptional events is often due to a lack of awareness and interest in potential antecedents and not necessarily an outright surprise (Dubois & Smith, 2010). These cues are called ‘weak signals’ in futures studies and have attracted considerable interest in the relevant literature (Hiltunen, 2006, 2008), as they may signal important future developments.
In economics in general, and in information economics in particular, the concept of signaling describes the idea that one party (the principal) reliably communicates information about itself to another party (the agent). Contract theory studies how economic agents can enter into contracts in the presence of information asymmetry, a situation in which one of the two parties in a transaction does not have complete information.8 The principal and the agent have access to different information, but the agent has to decipher the credibility of the principal (the one who is signaling) from the signals it receives to assess its positions or capabilities.9

Ansoff (1975) introduced the concept of weak signals, describing them as warnings (external or internal), events, and developments that are too incomplete to allow accurate assessment of their impact. Weak signals relate to the identification of non-essential issues that do not appear to have a strong impact in the present but could be the trigger for important events in the future (Godet, 1994; Hiltunen, 2008; Popper, 2008).
That is, weak signals refer to early forms of information about emerging issues, which are strong signs of emerging trends or significant changes in existing situations (Hiltunen, 2010). According to Dator (2018), emerging issues are potential problems or opportunities in their early stages of development, whereas trends are potential problems or opportunities that have fully emerged and may develop into their mature form. In other words, the formation or change of a trend may be the result of the development of an emerging issue, which, in many cases, is foreshadowed by earlier signs and weak signals.
In a competitive environment, weak signals such as knowledge provide a strategic advantage. Signaling is achieved through the collection of small individual pieces of data provided by weak signals, which together may indicate a significant underlying change. Their collection is a subjective and ambiguous process as it is difficult to objectively understand the potential changes they suggest. Although weak signals alone cannot accurately predict whether a particular event is about to occur, they are data that can improve the prediction of the future. In other words, they can be used to highlight assumptions in strategic planning, challenge our perceptions of the future, and expand the choice of alternative scenarios.
Elements defined as weak signals may include observable signs of an economic, technological, political, or environmental nature. The magnitude of their potential impact varies accordingly. In summary, the key characteristics of weak signals can be outlined as follows (Dufva, 2019):	Innovation: A weak signal is an indicator of something new or a new perspective on a familiar topic.

	Surprise: A weak signal surprises its interpreter.

	Challenge: A weak signal challenges existing assumptions and is therefore often difficult to detect or easily overlooked.

	Impact: A weak signal indicates something that may have an impact on the future.

	Underperformance: A weak signal describes something that is not yet important, but requires time to mature.





In practice, it is important to be able to understand the difference between a weak signal, a trend, a megatrend,10 or even insignificant noise. Taking into account two criteria, the probability of a phenomenon occurring and its significance when it does occur, the following categorization emerges (Table 2.1).Table 2.1Differences between alternative futures signaling phenomena

	 	 	Impact
	 
	 	low
	high

	Probability of occurrence
	low
	Insignificant Noise
	Weak signals

	high
	Trends
	Megatrends


Source Adapted from Ejdys (2017)




This means that, compared to other phenomena, weak signals are characterized by a low probability of occurrence and a potentially high impact if the phenomenon occurs.
Weak signals can signal trends or simply disappear, but they can also herald discontinuities (Saritas & Smith, 2011) or appear as very early warnings in the identification of wildcard phenomena (Petersen, 1999). Here, environmental scanning, that is, the process of looking for, among other things, weak signals and emerging issues (Choo, 2001; Hiltunen, 2008), is important for decision-makers because it allows them to identify and manage emerging conditions before they develop into fully mature problems or opportunities (Dator, 2018). Environmental scanning, as a process of gathering information about events and their relationships in an organization’s internal and external environment, is a key technique for studying the future, as it aims to extract useful knowledge from which scenarios can be developed (Puglisi, 2001).
Completely unknown events, i.e., events that we don't even know we don't know, escape any kind of observation or monitoring. However, if we believe that we have mentally identified some kind of future exceptional event, it is possible to discover precursor events and indicators that, if they exceed a certain threshold or value, can be interpreted as evidence of an increased probability of occurrence (Petersen & Steinmüller, 2009). It follows that sound scenario building should explore these conditions with the aim of avoiding future shocks for which we are unprepared (Hiltunen, 2008; van Notten et al., 2005).11

Just to information economics, where efficiency increases as asymmetric and incomplete information is reduced, in scenario planning, tracking and finding sources of signals and information about future developments improves the analysis and use of scenarios, and hence, the decision-making of stakeholders. The dynamics and complexity of the environment in which individuals, businesses, and governments operate require both continuous effort to acquire information and to adapt long-term strategies to changes that occur. To this end, environmental scanning offers a valuable tool for effective scenario planning and, ultimately, a source of long-term competitive advantage.
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Footnotes
1However, the first works attempting systematic predictions of the future were written in the eighteenth century, and until then visions of the future in Western literature were confined to prophets, astrologers, and professional orators (Alkon, 1985). Memoirs of the Eighteenth Century, written by Samuel Madden in 1733, takes the form of a series of diplomatic letters set in the future, specifically letters to be sent by British delegates to European cities in 1997 and 1998 (Alkon, 1985). In other words, it is a chronicle of the future, making Madden the first author of foresight).

 

2Historicism defies clear definition. Its use has been associated with the conception of history in the German Historical School, with the positions and works of prominent German philosophers, historians, and sociologists in the nineteenth century, and with Hegelian dialectics and dialectical materialism in Marx (Rossi, 2001).

 

3The influence would extend, albeit to a lesser extent, to other areas (Schumpeter, 1954), flourishing as a heterodox current in economic thought in an era of significant social and political change. This resonance would be overtaken or even extinguished in the inter-war period by the inadequacy of the theory itself, combined with the new picture of economics that had emerged worldwide (Grimmer-Solem, 2003).

 

4The Historical School was a reaction to rationalism and the Enlightenment and challenged British and classical economics, particularly the deductive method. It rejected neoclassical and Marxist economics—both of which were seen as descendants of classical economics—and was characterized by historical and ethical practices, which were condemned by orthodox economics as unscientific methods because they contradicted the theoretical basis and promoted value judgments in economics (Shionoya, 2001b). The ultimate goal was to use history to address practical economic and social problems that were closely linked to projects of social transformation.

 

5Relativists argue that reality exists in the mind, with each individual creating their own version. Limited relativists argue that a shared reality exists within a bounded social group (e.g., cultural), but different realities are identified between groups (Moon & Blackman, 2014).

 

6The QWERTY keyboard (the most common keyboard format for Roman alphabets) is a simplistic but typical example of path dependence because of its widespread presence and persistence. The QWERTY layout that we still use in computers today was invented in 1867 by Christopher L. Sholes (Current, 1949). Due to the success of the machine on which it was used, it was slowly adopted by other typewriter manufacturers and, despite the development of more efficient keyboard layouts (the Dvorak keyboard), it persisted and spread over time (David, 1986). Although the general conclusions drawn have been questioned (Liebowitz & Margolis, 1995), David (1986) notes that even today our choice of keyboard is not determined by ergonomic and economic optimization criteria, but by binding historical factors. Because of a historical circumstance, the QWERTY came first, carving out and establishing the path of use in which we are now ‘locked in’.

 

7The Industrial Revolution is an example of gradual discontinuity, while the terrorist attack of 11 September 2001 is a prime example of violent discontinuity.

 

8Kenneth J. Arrow and George A. Akerlof are considered to be the pioneers in developing a theory that departs from the assumption of perfect information. Arrow (1963) in “Uncertainty and the welfare economics of medical care” emphasizes the asymmetric information that prevails in the health care market and shows the advantage of the principal (doctor) over the agent (patient) as a result of more information. Akerlof (1970) in his article “The market lemons” introduced a model of asymmetric information in the used car market, showing the differences in market outcomes when quality is uncertain. What emerges is the problem of adverse selection and subsequent market failure, because while the parties are simultaneously willing to complete the transaction at one price, the market equilibrates at a different, inefficient point due to the asymmetry of information.

 

9The formalistic development of this theory was initiated in 1973 by Michael Spence through the labor market signaling model. In Spence's (1973) labor market model, the asymmetry lies in the difference in information between firms and potential employees. (Potential) employees send a message about their skill level to the employer by obtaining training certificates (signaling). The information value of the certificate stems from the fact that the employer believes that the cost (effort) of obtaining the certificate is inversely proportional to the worker's competence, so that it is lower than the wage benefit only for highly skilled workers. In this way, the employer can distinguish them from low-skilled workers who do not make the effort because it is not cost effective.

 

10Megatrends (refer to Chapters 11  and  13) differ from typical trends in terms of their time horizon, scope of influence, intensity of impact, and predictability (Vejlgaard, 2008), and their analysis is a key technique of strategic foresight. Megatrends refer to long-term transformation processes and are combinations of several trends, phenomena, and changes that are intertwined (Artuso & Guijt, 2020). Some illustrative examples include population growth or aging, urbanization, digitalization, and climate change.

 

11According to Cornish (2003), for example, the 9/11 attack could have been predicted in a scenario analysis because, in addition to the failed terrorist attack in 1993, there were warning signs in articles about the possibility of suicide hijackings and the identification of the World Trade Centre as a target of choice for terrorists.
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Introduction
In the previous chapter, we saw that the future is usually an unknown combination of continuity and change. After an event has taken place, the “path” that led to it can be searched for and traced. Sometimes, when viewed in retrospect, the path seems so linear that it is tempting to conclude that the outcome is inevitable throughout its formation. In other words, existing trends can be identified, indicating the course of the events.
It is common for the future to evolve through a dizzying pace of change, which adds to its complexity and uncertainty (Lindgren & Bandhold, 2009). Random events and changes of all types occur at a rapid pace. Major changes, whether they are the result of strong trends or intense disturbances, are observable. At the same time, small imperceptible events in the human environment can have a profound effect on other events and, by extension, on the course of the future. This means that there is always a wide range of possible outcomes.
Therefore, the following question arises: In a rapidly changing and complex environment, how can an individual effectively plan for the future? According to Cornish (2005), those who attempt to plan and especially ‘shape’ the future, use the same practices as those of pioneering explorers. Relying on logic and creative imagination, they aim to successfully address the challenges posed by the idea of the future by forming as accurate a picture of it as possible.
It is clear that ‘planning’ the future is closely linked to predicting it. Each prediction is an intermediate point in our set of expectations regarding the future (Aczél, 2018). Thus, each forecast is a milestone in the set of expectations formed by shaping a picture of the future. However, the future is fluid and ever-evolving, so no forecast is complete. Any planning should therefore be periodically adjusted to remain useful, that is, it should not deviate from reality and, most importantly, be based on it.
In general, effective preparation for the future involves (i) being future-oriented, (ii) properly sorting and processing information, and (iii) recognizing serendipity and the possibility of something completely unexpected happening. The preparation and ‘management’ of the future, as far as possible, should be along two axes. The first concerns the exploration of possible paths of the future, while the second relates to finding ways to deal with possible negative outcomes.
It is not uncommon for individuals, businesses, and governments to adopt a passive stance in anticipation of forthcoming developments, failing to discern indications of impending change. To cope with the uncertainty of an unknown future, they have incorporated strategic planning techniques and tools into their arsenal, which they can use to anticipate the evolution of events and prepare for different eventualities. However, many of these approaches are challenging to present in isolation. The difficulty lies in the fact that studying the future is a multidimensional process that must consider a range of factors, including the types of institutions, historical dependence, composition of human action, and potential for highly extreme and unpredictable events that could alter the linear evolution of trends.
The objective of this chapter is to present and clarify the fundamental techniques and functions that underpin foresight. This provides a comprehensive overview of the steps involved in adopting the methodology for possible future scenarios. The process of scenario development entails the formulation of alternative futures, whereas foresight facilitates exploration and comprehension of this spectrum of potential future outcomes.
This chapter is organized as follows. First, the concepts of forecast and foresight are contrasted, as it is extremely important to understand the different perspectives of the future that they imply (Section “Forecast versus Foresight: Differentiation”). The differences and complementarity between foresight and visioning of the future are then analyzed, the objectives of each function are explored, and their contribution to shaping the picture of the future is highlighted (Section “Foresight and Visioning of the Future”). The remainder of the chapter focuses on the most widespread form of capturing the evolution of socioeconomic phenomena, namely trends, while the discussion also incorporates the usefulness of expert judgment through the evaluation of the information available (Section “The Role of Trends in Predicting the Future and the Judgement of the Experts”). The chapter closes with a presentation of alternative futures analysis, a methodology that utilizes a range of techniques and tools to reveal the different ways in which the future could unfold (Section “Alternatives Futures Analysis”).

Forecast Versus Foresight: Differentiation
It is possible for a given forecast to reflect a view of a single future. However, it is also possible for forecasts to contribute to the formation of different views of the future. This concept has been extensively elaborated in recent decades (Cuhls, 2000a). At the time of the formation of the field of futures studies, predictive methods were oriented toward forecasting in a narrower and stricter sense. Subsequently, they turned to softer and multiple forms of forecasting, such as scenarios, which aim to explore different future perspectives using different types of knowledge (Puglisi, 2001). This signifies a transition from forecasting the future to ‘mapping’ alternative futures, that is, exploring the potential, analyzing the probable, or even formulating the preferable (Inayatullah, 2012). Thus, the methodologies became more sophisticated, less conspicuous, and more problem-oriented, thereby becoming more effective (Amara, 1991).
The future is not a static entity; it is a dynamic phenomenon, and scholars of the future are not just looking for patterns but also for emerging variables and relationships in an uncertain and ever-changing environment. This allows them to identify alternative forms of the future world. A complete categorization of the methods used in the study of the future is offered by Puglisi (2001), who distinguishes between qualitative and quantitative methods.
Although qualitative foresight techniques can also make use of empirical data, they are subjective methods based on intuition, ingenuity, assumptions, and judgment. Consequently, they are more appropriate when quantitative data are insufficient. Conversely, quantitative methods rely on numerical data, mathematical calculations, and mathematical equations. They are typically employed when historical data are available and when it is reasonable to assume that certain patterns will continue in the future. However, the distinction between quantitative and qualitative techniques is more usefully understood as a kind of complement rather than a dichotomy, as most methods allow, however limited, some degree of quantification (Bell, 1997).
Forecasts and foresight represent important predictive methods, and although these concepts are often used interchangeably, several differences between them can be identified (Cuhls, 2000a). Foresight refers to the process of acquiring knowledge about the future or possible alternative future perspectives so that present decisions can be based on an a priori increased expertise. In other words, it can be said to be the field of exploring, mapping, and shaping the future, which helps build and use collective intelligence in a structured and systemic way to understand developments.
The fundamental distinction between foresight tools and forecasting techniques lies in their relationships with the probability of an outcome. The predictive validity of a technique is of paramount importance in forecasting (van der Meulen et al., 2003). The term ‘foresight’ is used in this context to describe the process of analyzing the range of potential future scenarios, rather than attempting to predict the future itself. A key component of this process is environmental scanning, which involves identifying early indications of significant changes that could foreshadow future developments. These changes are then explored in order to understand how they could evolve and interact with one another, creating unexpected challenges and opportunities. The use of foresight in this way can be a valuable tool for strategic thinking and strategic planning.
The accuracy of a forecast can be negatively influenced by the distance of the time horizon under consideration, and positively influenced by the quality and effective utilization of the information available. The primary issue with forecasts is their inherent inaccuracy (Ringland et al., 1999). As Bishop (2017) observed, predictions in the social sciences are so often inaccurate that individuals rarely accept them as truth. However, paradoxically, they tend to prefer these predictions to scenario analysis. In addition to the typical shortcomings associated with predictive models, forecasts may also be inaccurate when they fail to account for potential changes in the existing conditions. This is particularly true when the course of the events is uncertain or when there is a possibility of disruption due to unforeseen circumstances. As Ringland et al. (1999) observed, forecasts may also be limited by the inability to fully anticipate and incorporate the various changes and uncertainties that could arise if prevailing trends shift or if developments are disrupted by extraordinary events.
One approach often adopted to overcome these difficulties is the development of scenarios, as these help overcome the limitations of pure forecasting. Scenario planning, as well as environmental scanning and magnitude analysis, among others, is a key technique of strategic foresight, which does not replace but supports and enhances strategic planning, that is, the task of developing strategies and plans.
The basic assumption behind the adoption of scenarios as appropriate foresight and strategic planning tools is that decision-makers can make smarter decisions with access to more information, especially as the pace of change (economic, technological, and social) increases. Although scenarios are often accompanied by probabilities of realization, they are not offered as formal estimates or forecasts. Scenarios are not pure predictions, because the future cannot be predicted (Kapelke, 2020). Rather, as divergent but plausible views of the future, scenarios represent an internally consistent view of the possible manifestations of the future, given the available information (Porter, 1985). Thus, although the future cannot be predicted exactly, different degrees of uncertainty can be identified, depending on the circumstances.
Strategic foresight alone does not produce a strategy or a plan. However, it does contribute to the development of strategies that ensure that short-term actions are consistent with long-term goals, thereby improving long-term planning (European Commission, 2023). In other words, the aim of strategic foresight is to ask key questions that might not be asked when developing a strategy and to uncover and challenge potentially latent assumptions and expectations embedded in current plans. Strategic insight therefore helps us imagine different possibilities and how they affect our goals, strategies, and actions.
Foresight is thus structurally different from forecasting, as it provides long-term multiple alternative perspectives based on unknown risks and uncertainties, whereas formal forecasts, on the other hand, are constructed on the assumption that the world in the future will be more or less as it is today.
Forecasts and planning are expectations of the future, which are always conditional. Therefore, in forming them, we should be cautious about drawing inferential conclusions, that is, about moving from the known to the unknown (Boros et al., 1994). We may not be able to predict specific events, but we can form well-considered expectations of future outcomes by considering specific conditions and scenarios based on rigorous analysis. Of course, forecasts and planning must be monitored, evaluated, and revised on an ongoing basis, in line with any new data that may arise and with changing conditions as they emerge.
In conclusion, foresight employs a range of strategies to navigate inherent systemic uncertainty through intensive interaction between relevant stakeholders (van der Meulen et al., 2003). It draws conclusions about the present, engages with key actors, and assesses potential future scenarios (Cuhls, 2000b). The foresight results provide insights into potential future scenarios, thereby facilitating informed decision-making. Therefore, foresight represents a comprehensive strategic planning tool that can be utilized to address a range of objectives.

Foresight and Visioning of the Future
The processes of foresight and visioning interact at various levels within the context of strategic planning. The functions of foresight and visioning provide different perspectives or views of the future, yet they are mutually reinforcing. Foresight and visioning are essentially processes through which future expectations can be managed and explored. In this context, foresight can be considered a learning process, as can the visioning process. The objective of these two functions is to enhance the capacity of individuals, companies, organizations, and governments to shape their future actions, thereby addressing the systemic uncertainty that this brings.
Visioning involves identifying a preferred direction, providing a common understanding and explicit description of the preferred future, and a roadmap detailing specific actions to achieve vision. Thus, it is a valuable tool for bringing stakeholders together to develop a shared vision of the future by answering the following question: What do we want to see in a few years? By participating in the formulation of a common goal, visioning gives people a sense of control, creates the necessary motivation, fosters key characteristics of strong and effective teams, such as cohesion and shared direction, and provides opportunities for fundamental change.
On the other hand, the foresight function explores what is likely to happen given the trends, potential conditions, and possible unexpected (disruptive) changes. The focus is on situations that are beyond the control of stakeholders to a greater or lesser extent.
Foresight aims to prepare for actions under the possibility of different future conditions. Essentially, it uses quantitative data; however, it is not a quantitative but a qualitative method that aims to formulate expectations about the future. At the heart of the foresight function is the identification of emerging opportunities and the risks that the future presents, so that appropriate actions can be developed to achieve the stated goals (Cornish, 2005).
In addition, foresight has a long-term horizon and begins with the study of general issues of interest to the national and international community, focusing on the study of trends and general developments. These include economic variables, social and technological trends, and political, geostrategic, and environmental developments. Foresight addresses the question of what has happened and why with the aim of answering the following question: How might things be in the future and what are the possible consequences?
Individuals who use the foresight function treat the current world as a “window” through which they observe its possible future outcomes (Sobrero, 2004). The longer the time horizon of the foresight function, the more useful it is. The main reason for this is that, over a long period of time, many significant changes tend to take place, requiring a new way of looking at reality. In addition, the longer the time horizon of the foresight function, the greater the boost to creativity.
However, the time horizon of foresight is a critical issue because the longer the time horizon of expectations and predictions, the more difficult it is to confirm them, with contingencies tending to be underestimated or overestimated the further into the future they are placed, depending on the circumstances and desired goals. Similarly, good visioning needs to be both realistic and appropriately time-bound. A visioning that is too far into the future has the disadvantage of not creating a strong motivation to achieve the goal, while a visioning that is too close to the present has the disadvantage of appearing to be just another plan.
In short, foresight can be described as the process that is embedded in the strategic planning stage, provides external orientation to stakeholders and illustrates possible future outcomes, and is a systematic process that evolves over time. The foresight function unfolds ‘forwards,’ charting future paths according to the conditions and techniques on which it is based. Visioning, on the other hand, is a strategic planning process that focuses on micro-environmental analysis and an approach to the future that starts with a vision of the future and works ‘backwards’ to see how the goals set can be achieved.
In essence, visioning is a process complementary to foresight.1 Therefore, these two concepts are often utilized simultaneously, as one is an integral part of the other when stakeholders seek to move effectively into the future. However, for the functions of foresight and visioning to be effective, decision-makers must be free of all biases, predispositions, desires, and fears; in other words, all intrinsic personality elements and approach events as external observers (Kahneman & Tversky, 1979; Koechlin, 2019; Mayraz, 2013). In fact, foresight and visioning are not purely rational functions as they are often based on emotions. That is, the desires of the participants are involved, albeit unconsciously, and in many cases, the driving forces are the ‘wishful thinking' of the individuals making strategic decisions. After all, as we have said, the future does not unfold in a linear fashion, and imagination is a key tool for the human mind to cope with randomness.

The Role of Trends in Predicting the Future and the Judgment of the Experts
The entrenched idea that ‘tomorrow' will be like 'today' because ‘today' is very similar to ‘yesterday,’ although often disproved, provides the theoretical underpinning for trends to be considered such widely used forecasting methods. Despite their interpretive flaws, historical trends reveal many details of the past and are useful indicators of the future (Mannikko, 2017). In this sense, the future is viewed as a linear reflection of the past. Thus, trend analysis helps make predictions to the extent that the future is perceived as a continuation of the past and present (Malhotra et al., 2014).
Trend analysis plays a key role in foresight as it can provide important insights into the future of markets, social changes, technological developments, and policy shifts. Trend detection is a necessary first step, as it involves searching for data that may seem of marginal value today; however, its usefulness may prove to be very important in the future (Sharma et al., 2016). Subsequently, when monitoring trends, we know the most important developments and collect in-depth information on them, depending on their importance and impact (Rita & Ramos, 2022). At this point, it is possible to make predictions about trends; however, in reality, it is rarely possible to isolate a trend as several trends are intertwined. Therefore, we must consider the future as a combination of multiple trends interacting with each other (Devece et al., 2011), some of which will have a positive effect, while others will have a negative effect (Cetron & Davies, 2005).2

The trends used in forecasting are not always linear; they can be curved or circular.3 Some of the best-known methods of trend analysis used in futures studies are trend extrapolation (Gordon, 1992), trend impact analysis (Gordon, 2009), and S-curve analysis (Kucharavy & De Guio, 2011).4

A trend, then, as a general direction revealed by previous events that increase or decrease the intensity of the frequency of observations, usually forms a pattern. This means that trends have an identifiable path of development that can be verified with quantitative data, at least theoretically (Petersen, 1999). Their advantage lies precisely in the fact that being quantifiable represents the most objective type of knowledge of the future (Kuosa & Stucki, 2021). This fact gives them a certain acceptance and ‘legitimacy’ compared to other forecasting methods. They are usually produced using time-series analysis and by experts who are aware of the latest developments in their field.
In any case, current trends arise from the impetus of historical dependency (Mannikko, 2017), which, through its constraints, shapes a sequence of events that have a certain momentum and endurance and are assumed to continue into the future. Thus, the weight of historical knowledge (Inayatullah, 2008) is essential as it provides the basis for identifying, modeling, and evaluating trends.
Trends can also be useful tools for forecasting. When the cognitive environment is based on objective facts, openly available knowledge, or easily calculated quantitative data, trends can also be projected into the future, as they can be approximated by looking at the direction of current developments (Kuosa & Stucki, 2021). Under these circumstances, trends do not simply reflect past and present conditions but are the direction of events in a changing environment and are the springboard for predicting future conditions.
Therefore, if progress is smooth and based on small changes, we can rely on the trends to understand it. However, projecting past trends into the future can often be no more than a guess or worse, leading to synthesis or division errors. When there is high uncertainty and continuity is disrupted, their behavior becomes difficult to predict, and trend analysis provides only limited clues about the future.
This is their main analytical disadvantage, which makes strategic planning based on trend extrapolation incomplete. The need to prepare for possible changes in the environment therefore creates the need to consider alternative future situations. Because these changes are usually characterized by many unexpected uncertainties, they cannot be fully determined by direct trend projections.
In conclusion, trend analysis is a useful tool when trying to predict the future. However, we cannot ignore serious drawbacks, the most important of which is the inability to adequately capture disruptive events (Millett, 2006). To some extent, this weakness is overcome by using expert judgment, that is, the informed opinions and expectations of people who know the trends and can imagine their relative changes in the future. In other words, experts can combine their knowledge of trends with their creativity, taking into account possible discontinuities. This is the basis of the foresight.
However, it is important to remember that no one is in a position to have complete knowledge of the past and present, even within a narrow, related field of knowledge. Of course, no one knows what will happen in the future. Moreover, it is impossible for experts, like human beings, to be completely objective or rational.5 If the expert's judgment is incorrect, the prediction is bound to be incorrect. The best way to address these problems is to use a team of experts. Team members should be appointed on the basis of a certain set of criteria in order to anticipate trends by expressing their judgments.
The output (judgment) produced by expert teams is based on decision support systems, which, depending on their structure, differ not only in the quantity or quality of information produced, but also in the speed or efficiency of decision-making. The methods used here include (i) brainstorming, a technique of creative problem-solving through the exchange of ideas in the context of an informal meeting, and (ii) brainwriting, a technique based on brainstorming but using written ideas rather than open discussion (Osborn, 1963). By extension, the nominal group technique is a key decision support system that combines elements of brainstorming and brainwriting to create a method widely used in various organizations for idea generation and planning that addresses existing problems (van de Ven & Delbecq, 1974).
Finally, another widespread decision support system used by expert groups is the Delphi Method, which is a variation of the brainwriting method and market research techniques in which a group of individuals communicates through a few rounds of questionnaires with the aim of achieving the most reliable agreement between expert opinions (Dalkey & Helmer, 1963). This technique has been successfully applied in various fields such as technology forecasting, policy analysis, and project planning.

Alternatives Futures Analysis
In general, future states are divided into three main categories: (i) feasible, (ii) possible, and (iii) preferred (Bell, 1996). As mentioned earlier, it is more useful to think about the future in terms of multiple outcomes with varying probabilities of occurrence rather than trying to imagine a single outcome (Godet, 2000). An effective method used in foresight and visioning that promotes the visualization of different and usually probabilistic future outcomes is the analysis of alternative futures.
Alternative Futures Analysis is a method designed to reveal the different ways in which the future could unfold and is particularly useful in situations of high complexity or uncertainty, allowing strategies to be developed by anticipating the worst, even while planning for the best.
The formulation of different alternative futures is based on an assessment of the given circumstances and an understanding of the trajectory they might take bounded by a framework of reasonable expectations. However, the expectations need not, and by the nature of the method, cannot be shown to be entirely correct. What is needed and what the analysis of alternative futures promotes is an understanding of which policies are most resilient to a range of plausible future changes.
Scenarios are used to formulate alternative futures. Most authors attribute the introduction of the scenario planning process to Herman Kahn and his work for the US military in the 1950s, where he developed a technique for describing the future through the construction of narratives and adopted the term “scenarios” to describe these narratives (Chermack et al., 2001). Kahn defines scenarios as “a set of hypothetical events placed in time in the future to unravel a possible chain of causal events” (Kahn & Wiener, 1967, p. 6). According to this definition, they are complete studies of foresight and prediction, leading to the representation of alternative futures.6

By the 1970s, scenario planning was in full swing, with various organizations supporting stakeholders through scenarios, while many large companies also began to incorporate scenario planning into their practices. The flourishing of scenario planning is based on the recognition of systemic uncertainty, the existence of which makes it more productive to think about alternative futures (Bishop, 2017). As we extend planning into the future, uncertainty increases and knowledge becomes more limited. Therefore, we typically develop scenarios that explore a range of alternative futures (Phillips, 2019).
Alternative futures are derived from forecasting (scenario building) methods, which suggest a range of conditions that allow individuals to quickly adapt to future demands using their analytical skills (Bishop et al., 2007; Chermack et al., 2001; Dator, 2009). Scenario building, therefore, recognizes and addresses inherent uncertainty by focusing on alternative socioeconomic conditions that could be plausible representations of the future.
When developing scenarios, it is important to remember that they often identify behaviors and events that could be expected. Therefore, scenarios are often described as closed systems or as a fixed set of future conditions. Many researchers argue that the greatest value of scenarios is that we 'learn' about the future (van der Merwe, 2008). Alternative futures can therefore be described as a means of learning about future developments.
As a foresight tool, scenario planning must present multiple versions of the future because it is assumed that even highly plausible scenarios that eventually become reality still involve some uncertainty and risk (see Chapter 4). The uncertainties surrounding the future are best dealt with through multiple plausible scenarios rather than through traditional quantitative forecasting or the creation of a single scenario (van der Merwe, 2008).
Thus, scenarios are developed according to perceived future structures and used to present alternative future perspectives rather than a single sequence of events, which is difficult to predict. Typically, scenarios attempt to demonstrate how the future might unfold. However, as a planning tool, scenarios reveal many versions of the future (Millett, 2011).
After identifying the drivers of change, formal scenario development (usually) results in four alternative scenarios that describe quite different future paths (Phillips, 2019): growth, unsustainable growth, transformation, and decline (Petrakis & Kanzola, 2021). Each one of these scenarios describes a different view of the future and is modified according to the presence and intensity of trends and key levels of uncertainty (Wack, 1985).
Therefore, the formulation of alternative futures requires adoption of certain assumptions. The literature lists five assumptions that underpin scenarios that reflect possible futures. When asked to formulate scenarios, people working in the interdisciplinary field of futures studies often adopt one of five different variants of scenarios. Specifically, the first (continuity) assumes that situations and events will continue in their present course without significant change. The second variant (optimism) assumes that today's events and situations will take a different, significantly better turn tomorrow. The third variant (pessimism) is the opposite of the second variant, assuming that the events will take a worse turn. According to the fourth variant (disaster), futures researchers must base their planning on the assumption that situations and events will have the worst possible outcomes. At the opposite extreme is the fifth and final variant (miracle), which is based on the assumption that the future will bring enormously positive developments.
Therefore, scenarios can be said to “shape” the future. This shaping does not have a single form, but involves a number of future forms, the alternative future states. Each alternative future state is accompanied by a probability of its occurrence. The crucial point regarding scenarios is the way in which they are constructed. An inviolable rule is that a group of people, not individuals, should be involved in their formulation. Experience has shown that groups can reach consensus on plausible scenarios.
We usually distinguish between different types of scenario categories based on questions about the future, such as (Börjeson et al., 2006; Zahradnickova & Vacik, 2014): What will happen? What might happen? How can a specific objective be achieved? In seeking answers to the above questions, we can distinguish between three types of scenarios. The most common type used in economics to predict the future is the 'what if' scenario. Exploratory scenarios can be useful if we consider several possible futures. To identify scenarios that meet specific objectives, normative scenarios should be chosen.
In general, five steps are followed for the development of scenarios that express alternative futures.	i.
Selection of the type and purpose of the scenario

 

	ii.
Forces of change identification and environmental scanning

 

	iii.
Addition of degrees of uncertainty gradually and creatively

 

	iv.
Categorization of the scenarios in a matrix; and

 

	v.
Evaluation of these scenarios on an ongoing basis.

 





It is also true that
Scenarios are developed considering both macro-social objectives and changes in the structure being analyzed.
The scenarios do not compete with each other but present possible future outcomes. Some of these outcomes are more desirable than others are.
For methodological reasons, the possibility of catastrophic events in the form of black and white swans is not taken into account, since if they were foreseen, there would be no point in carrying out a foresight exercise.
The aim of the scenarios is to highlight the possible future trajectories and characteristics of the issue under consideration to better prepare people today.
Figure 3.1 summarizes a broader view of foresight and scenario planning. It encompasses several related concepts, as discussed in this book. This illustrates the intricate nature of the foresight process.[image: Flow chart illustrating types of knowledge and insights for analyzing the future. The x-axis represents the importance of historical knowledge, while the y-axis shows the subjectivity of knowledge about the future. Key elements include "Megatrends," "Trends," and "Forces of change" at the top. Ovals depict stages: "Open fantasy," "Environment scan and expectations for change," "Identifying alternatives," and "Understanding the big picture and historical dependence." Additional concepts include "Discontinuities and emerging issues," "Weak signals," "Low probability but high intensity phenomena (wild cards)," and "Science fiction." An arrow indicates "Scenario analysis."]
Fig. 3.1The big picture and scenario analysis
(Source Adapted from Stucki [2023])
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Footnotes
1At the organizational level, there are two categories of actions for the future. The first category, the visioning function, includes all actions aimed at improving the organization’s position (such as entering new markets and dealing with competition in the long term). The second category is the foresight function, as strategic actions should identify and assess emerging opportunities, risks, and their alignment with the organization’s internal capabilities.

 

2In the foresight function, therefore, trends should be identified and monitored so that analysis and forecasting are integrated, providing both quantitative and qualitative information. Trend analysis is also used in the visioning and forecasting functions (Sharma et al., 2016). However, it is important to remember that forecasting is not the same as foresight.

 

3The analysis of long waves of growth in economies, also known as Kondratiev waves, is one such typical case of cyclical trends used in the literature (Ferasso & Bergamaschi, 2020; Grinin et al., 2016) as a forecasting method.

 

4Trend extrapolation is, at its core, pure forecasting, as it is based on the principle of ceteris paribus analysis, which allows the immediate extension of the evolution occurring in a past or present time series, as if the evolution would continue unchanged into the future (Phillips, 2019). Trend impact analysis is a forecasting method that allows the extrapolation of the trend to be modified in light of expectations of future events (Gordon, 2009). Thus, it is possible to systematically incorporate and consider the impact of possible future events that are considered significant in the trend under consideration. On the other hand, S-curve analysis is based on understanding the nature of trends and their evolution over time. The shape of the curve implies that the trend starts at a moderate rate and after a while accelerates rapidly until full trend momentum is reached, followed by a slower rate of change or stagnation—in this case, the limits of magnification are a reality (Phillips, 2019).

 

5For example, overconfidence is a common finding in the literature on subjective forecasting research (Arkes, 2001), often leading people to make predictions that are contrary to fundamental changes, or to succumb to collective thinking and neglect important decision aids.

 

6In general, different forms of foresight produce alternative futures, but not necessarily scenarios. However, a broader notion of scenarios has prevailed in the literature, where these are identified with the alternative states they entail, leading to confusion (Bishop et al., 2007; Börjeson et al., 2006).
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Introduction
Strategic decision-makers are required to develop appropriate plans to achieve their objectives in an uncertain and complex environment, and the ability to assess the future is a necessary condition for effective decision-making. However, although planning for the future is based on the assumption that the future can be predicted, a growing body of empirical evidence, both in scientific research and in real life, shows that accurate predictions are usually not possible.
Today, the range of options and alternative perspectives is much broader, as the pace and scope of change is such that it is creating a future that is qualitatively different from the past and present. In such an environment, it is difficult, if not impossible, to make accurate assumptions regarding future trends. While this agnostic approach of the future highlights the limitations of trying to predict it, it also provides an opportunity to promote a proactive attitude toward the future. In practice, there are three choices: (i) do nothing, (ii) try to prepare for the future, or (iii) try to actively shape the future.
The inherent inability to predict creates dilemmas and insecurities for those who are forward-looking. The difficulty in any kind of forecasting both causes and is caused by what is known as fundamental systemic uncertainty. Problems arise when decisions have to be made in complex socioeconomic systems with rapidly changing conditions, where information is imperfect and scarce, and randomness cannot be ruled out. In many cases, system instability can lead to an escalation of systemic uncertainty to extremely high levels. In such circumstances, individuals must make decisions even when they do not know what they do not know. However, to do so, they must use all possible means (knowledge, information, creativity, and intuition).
To manage change, it is necessary to identify its causes, assess its timing, and analyze its impact. This requires a diagnosis of the existing conditions, an understanding of their evolution, and effective decision-making and implementation at the right time. Scenario planning is the method that contributes to this objective. Scenarios provide both flexibility and stability in managing the future and enhance strategic planning because they are specifically designed to deal with the volatile conditions created by systemic uncertainty.
A key assumption underlying all methods of imagining the future is that the present literally exists, and we experience it (Millett, 2011). If we are to grasp the idea of the future, we must accept that the future is inherently open and uncertain and will always surprise us (Rorty, 1989). Although the future is not known in advance, it is useful to remember that it is created by humans. To the extent that this is the case, the question of future making takes on substance and becomes a particularly interesting topic to explore.
Therefore, this chapter first analyses the concepts of systemic uncertainty, risk, and serendipity, which signal different possibilities in planning for the future, and describes the five levels of uncertainty that define different contexts for strategic decision-making (Section “Decisions Under Uncertainty”). The chapter then turns to the description of simple and complex economic systems, a methodological distinction that implies different interpretations of the relationships between economic agents and the environment, and then analyzes scenario planning on the basis that the environment in which economic agents make strategic decisions is characterized by high uncertainty and complexity (Section “Scenario Planning in Complex Systems with High Uncertainty and Creativity”). Finally, the chapter examines the role of scenarios in future planning, focusing on their ‘instrumental’ nature and, in particular, on the forecasting horizon and strategic flexibility that characterize this method, highlighting the need for creative scenario analysis and the conditions under which it leads to fruitful results (Section “Delving into the Role of Scenarios in Futures Analysis”).

Decisions under Uncertainty
Individuals, businesses, and governments need to ‘intervene’ in the future to shape it as much as possible in line with their objectives, but to intervene, they must be able to predict it. However, to the extent that the future is unpredictable, only possible developments of the present reality or alternative forms of the future can be grasped.
In real life, it is commonplace that our ability to predict the course of future events is limited by several uncertainties. Before discussing how decisions are made under uncertainty, we must define the context of this word. More specifically, our thinking accepts three often confused concepts: (i) uncertainty, which is a property of the present and is embedded in the structures of present reality; (ii) risk, which is a property of uncertainty that triggers the movement of reality in positive or negative directions (based on the criteria for assessing its evolution); and (iii) serendipity, which is the only completely unknown property of the future with the capacity to drive reality in various unknown directions.
In essence, therefore, foresight exercises should incorporate uncertainty and risk into the analysis because serendipity is unknown by definition. Of course, owing to real (human) constraints, it is impossible to have perfect knowledge of the system; therefore, the best solution is simply to study the problem under investigation, with the aim of making the best possible decision. However, despite its nature and the difficulties in assessing it, (systemic) uncertainty should be built into every strategic planning, as it can be so high that it is impossible to develop a strategy that anticipates future outcomes (Greening & Johnson, 1996).
One of the reasons of failure of those who make strategic decisions is that they perceive uncertainty in a binary way. They either assume that the world is known with certainty and, therefore, there is no room for prediction, or that the future is completely unknown and therefore completely unpredictable (Kitagawa, 2021). Underestimating the uncertainty factor can lead to strategies that neither protect against threats nor take advantage of opportunities that foresight can provide. At the other extreme, viewing the world as completely unpredictable can lead decision-makers to abandon the analytical rigor of traditional planning and rely on their instincts.
As uncertainty and complexity are integral elements of modern life, people today have an increased need to identify the complex relationships that characterize their environment and respond rapidly to the many and varied changes that are sources of uncertainty. To choose an appropriate alternative strategy, it is necessary to consider the nature of uncertainty and risk, as well as their specific characteristics. In other words, the sources of uncertainty must be identified. Understanding systemic uncertainty is a major contribution to this objective. It is therefore useful to categorize uncertainty according to the forms and levels of intensity it can take and to identify the appropriate strategic planning for each.
Systemic Uncertainty, Risk, and Serendipity
The concepts of uncertainty, risk, and serendipity dominate decision theory. Uncertainty can take different forms and, depending on its intensity and extent, can be a major obstacle to decision-making. The way it is dealt with depends on its nature, as well as the factors and particular circumstances of the environment in which it occurs.
Serendipity is an inherent natural factor. The use of the term “serendipity” implies a complete lack of certainty or something that isn’t known at all. On the other hand, systemic uncertainty can refer to the inconsistency of human behavior, diversity of values, and the complexity that make up socioeconomic systems. Systemic uncertainty is therefore a ‘fluid’ state in human perception, whereas in a fully informed and processible state it would be understood as a set of law-governed relationships.
According to Van Asselt and Rotmans (2002), different forms of uncertainty can be approached from two perspectives. First, uncertainty is an intrinsic element of the system and a result of its variable nature. This includes uncertainty arising from the variability of human behavior, which is a derivative of people's different values. Second, uncertainty arises from incomplete information and from the inadequacy of our knowledge of virtually all matters of immediate interest. It can also be a consequence of a lack of observation, lack of measurement, and misinterpretation of conflicting data.
In general, there are some forms of uncertainty that can be assessed qualitatively, while there are others for which we have no idea how to assess them. Frank Knight (1921) was the first to make a relevant distinction between uncertainty and risk.1 When the probabilities associated with different outcomes are known or can be calculated, it is possible to assign a risk level to a particular event or decision. Risk can be managed through various techniques such as insurance, diversification, and statistical analysis.
Uncertainty, on the other hand, refers to situations in which the probabilities of different outcomes are unknown or cannot be accurately estimated. Uncertainty arises from a lack of information or presence of unanticipated factors. Unlike risk, uncertainty cannot be easily quantified or measured, making it more difficult to manage (Knight, 1921). Knight (1921) argued that inherent uncertainty poses a fundamental challenge to economic decision-making because it involves making choices in the absence of complete knowledge.
Systemic uncertainty in decision-making refers to a decision situation in which there are several alternative perspectives that may lead to a particular outcome, but the probability of its occurrence or the outcome itself is usually unknown. This is because there is insufficient information about the current situation, and therefore, little or no information about how it will evolve. Therefore, it is difficult, if not impossible, to define or predict future developments involving deep (systemic) uncertainty (Slagmulder & Devoldere, 2018). By contrast, risk (hazard) can be measured and quantified through various theoretical models and even minimized if appropriate measures are taken (Taylor-Gooby & Zinn, 2006).
On a daily basis, individuals are required to make complex decisions under conditions of risk described in terms of probability, where the outcome of a decision or course of action is not exactly known but is likely to fall within a known range of outcomes. These cognitive conditions allow for forward planning. Of course, serendipity and high levels of uncertainty are always present; therefore, individuals cannot know the course of the system in advance. Thus, the consequences of decisions are unpredictable and often highly damaging. Even if the outcome could be understood, the probability of it happening cannot be estimated because it is random.
The only way to address a situation whose development and outcomes cannot be predicted is to organize flexible, effective strategic planning, using all available information, but combined with reasonable, creative imagination. This would involve, at least to some extent, controlling negative consequences and minimizing their impact as much as possible. Therefore, the inability to predict outcomes is largely due to the inherently uncertain nature of the future itself and our lack of knowledge of the variables involved. However, this is also consequence of the lack of effective strategic planning.

The Five Levels of Uncertainty
Decision-making can be further analyzed through a simplified understanding of uncertainty as a concept, which largely ignores the spatiotemporal dimension of serendipity and the nature of risk. Thus, perceived (systemic) uncertainty can be classified into different levels of intensity, with each level implying a different way of dealing with it. In the literature, the total number of uncertainty levels is five (Riesch, 2012).
The framework of the five levels of uncertainty can help clarify the practical implications of each choice of strategic position and action (Courtney et al., 2013). In each case, there is a direct dependence of the strategy on the level of uncertainty. In other words, there is no single strategy applicable to all situations. Therefore, the uncertainty faced by decision-makers seems to call for a more flexible approach by using complex situation analysis.
At the first level of uncertainty, the future is fairly clear and known. Of course, we cannot claim that there is perfect predictability, which would contribute to the choice of the optimal strategy (Courtney, 2003), because all action environments are inherently uncertain (Riesch, 2012). At this level, we know the variables and parameters that define an event or particular situation, but we cannot predict their evolution with certainty. Here, decision-makers have the opportunity to develop predictions that are expected to be correct. A reliable forecast requires only the so-called basic tools for strategy formulation. This forecast can be used as a basis for building the strategy to be followed to achieve the goals set (Hill & Jones, 2007). A typical case that enables this level is Porter's (1979) ‘five factor analysis,’ which is a method for analyzing the operating environment of a company's competitive sphere.
On the other hand, the second level of uncertainty concerns questions about what might happen based on the limited information available. In this case, the future is partially accessible, because there are mutually exclusive sets of possible outcomes, only one of which will occur. Therefore, scenarios designed to deal with this level of uncertainty must be detailed. It is important to identify with relative precision the probabilities of the different scenarios materializing and to define the dynamic path of each scenario. At this level, the value of the formulated strategy depends on the environmental conditions, especially those that cannot be predicted or observed (Petrakis & Konstantakopoulou, 2015).
The third level of uncertainty has much in common with the second level in that it is the unstable conditions of the environment that create uncertainty (Beek, 1992). At this level, a wide range of alternative futures states can be identified. The actual outcome, that is, what will happen, can be located anywhere in this spectrum. As a result, we cannot speak of discrete scenarios, and the range of possible outcomes is broad making it difficult to make decisions without much reflection.
At the fourth level of uncertainty, multiple dimensions of uncertainty interact to create an environment that is virtually impossible to predict. The range of possible outcomes cannot be determined, let alone the scenarios within the identified range (Giddens, 1999). Moreover, it is not possible to identify or predict all relevant variables that define the future. At this level, we are now in an environment where it is not possible to make any predictions because we do not know the course and evolution of the variables that constitute the problem under consideration. Consequently, the inability to formulate strategies and make strategic decisions becomes apparent. Such situations of uncertainty are quite rare. Nevertheless, they can be identified in due time (Bundy et al., 2017), something that occurs when they are downgraded, as they tend to shift toward one of the other lower levels of uncertainty.
Finally, at the fifth level of uncertainty, nothing is known. This particular type of uncertainty was made famous by Donald Rumsfeld’s famous 2002 speech on unknown unknowns (Hampton et al., 2012). Rumsfeld notes that there are (i) events that we know, (ii) events that we intuitively know we do not know, and (iii) completely unknown events. This brings us to Taleb's (2010) black swans, which, as we have seen, are events with a low probability of occurrence, but a high impact that is difficult to predict because there is no scientific model that can predict them.
The five levels of uncertainty and what can be done to study the future are presented in the form of a pyramid in the diagram below (Fig. 4.1).[image: Pyramid diagram illustrating levels of future predictability. From bottom to top: "A fairly clear future" with projections reflecting reality; "Alternative future states" involving probabilistic foresight; "A series of future states" requiring strategic planning due to uncertainty; "Complete uncertainty" with no prediction possible; "Absolutely unknown future" relying on imagination and intuition. Each level is connected to explanatory text on the right.]
Fig. 4.1The five levels of uncertainty and how to deal with them




Simple and Complex Economic Systems
Since the time of Adam Smith, economics has focused more on the allocation of resources rather than on economic development and the temporal trajectory between equilibrium points for the economy. However, an equilibrium path signifies multiple levels of decision-making and implies a macroeconomic development, which is not merely the scaling-up of microeconomic change. Later, attempts were made to solve the problem of resource allocation through mathematical models.
The origins of natural science strongly influenced neoclassical economics toward the end of the nineteenth century, mainly through the idea that simple mathematical equations could objectively analyze large numbers of interacting identical elements. Over the years, it has become widely accepted that simple mathematical expressions can illustrate the core of economic theories. This development led to a simplification of economic theory that ignored its inherent complexity, as the quantification of economic thought ignored important parameters, such as politics, society, uncertainty, or expectations. Thus, in neoclassical economics, the economic system was understood as a simple system with predetermined relationships between homogeneous economic agents and their behavior.
The complexity of an economic system is linked to the achievement of equilibrium. In a complex and constantly changing environment, the economy is not necessarily in equilibrium, as economic agents are constantly revising their strategies and behaviors. Under realistic assumptions, an economy should be treated as a complex system with well-established elements that have multiple interactions. Similar complex systems are found in biology, physics, chemistry as well as other social sciences. A complex system describes how the relationships between its various parts shape individual and collective behavior as well as how interactive relationships with the economic and social environment develop.
The concept of complexity, and by extension, complex economics, is not a new approach to economic theory, but offers a different perspective by focusing on the process of change and creation. The concept of complexity also introduces the concept of time, which contributes to the creation of new structures. This is unlike simple neoclassical economics, whose treatment of time is inadequate, because it identifies the economy with a simple system in which the concept of time is absent. Time in a complex system gives the economy a dynamic character, where non-repeatable events lead to new outcomes, new structures, new technologies, new institutions, and ultimately, a new future trajectory.
The concept of complexity is relevant to science because of the interdependencies and interactions that arise between the elements that constitute the system under consideration. Similarly, the economy is a complex system composed of interdependent relationships among its constituent factors. A change in one element of the system, which can come from either an external or internal shock, causes it to deviate from equilibrium.
In the evolutionary approach to the economy, the concepts of information and knowledge come into play as critical components, as they pass through the mechanisms of intergenerational transmission, and information and knowledge act as shaping factors that turn creativity and ideas into products.
In addition, the complexity of the economic system raises questions about governance and the effectiveness of the implemented policies. Adam Smith was one of the first to try to approach and articulate this phenomenon. Pareto's (1895, 1896/1967) identification of the forces determining the distribution of income was also an early attempt to justify inequalities and complexity. The inability of economics to incorporate complex systems into its analysis may be one of the main reasons why economic theory has not progressed as much as other disciplines have in recent years.
A complex system considers how structural elements of the system lower in the hierarchy interact and, as a result, phenomena emerge that can ultimately affect the stability of the system and create distortions. Such a system is characterized by both self-organization and its own rules. It could therefore be described as ‘adaptive.’ Beinhocker (2006), in his book The origins of wealth: evolution, complexity, and the radical remaking of economics, clarifies the concept of ‘adaptability’ as part of his attempt to explain how the economy works. The term ‘adaptability’ is used to emphasize that the economy follows an evolutionary dynamic that is never in equilibrium but is always vulnerable to endogenous or exogenous shocks.
According to Beinhocker (2006), the differences between neoclassical theory and theorists who see the economy as a complex system can be summarized as follows:	i.
System dynamics: A complex economy is far from equilibrium because, unlike Walras's general equilibrium, it has dynamic properties that keep it away from equilibrium.

 

	ii.
Role of economic agents: Individuals have limited knowledge and information, and high costs to access and process information. As a result, they developed heuristics, in contrast to the neoclassical model, where there is perfect and costless information.

 

	iii.
Networks: Individuals participate in networks and groups to obtain information without incurring prohibitive costs. By contrast, in Walras’ model, individuals do not interact with each other.

 

	iv.
Evolutionary process: The evolutionary process provides the system with elements of differentiation and innovation so that it can grow. In Walras’ model, mechanisms cannot evolve to create new building blocks or expand the complexity and relationships of economic agents.

 





The relationships that develop cannot be justified by the assumption that the participants in the economic system develop the behavior of a representative agent, the economic man. Systems are composed of heterogeneous individuals who behave differently and react differently to the situations they are confronted with. In a complex system such as the economy, the perception of a representative agent is particularly weak and simplistic. This would be realistic if all participants had access to the same information and were aware of the reactions of others.
The price mechanism takes into account all available information about consumer and producer preferences in equilibrium, but the phenomenon of oversupply or overdemand means that the market does not take these preferences into account. Although the price mechanism uses the least amount of information to achieve efficiency according to Pareto, this is only possible when the economy is in equilibrium. Assuming that the economy is not in equilibrium, the informal property of efficiency is lost. Moreover, Saari and Simon (1978) emphasized that any process that can lead to equilibrium requires a significant amount of available information.
This creates a deeper problem in economic theory than the view that the economy is a complex, self-regulating system. This problem, as Hayek (1945) pointed out, is nothing other than the fact that all information is dispersed among individuals.
Durlauf and Young (2001) took a similar view of the economy as a complex system. Using the term ‘New Social Economics,’ they described the economy as a socioeconomic system made up of heterogeneous individuals interacting with each other like prices through markets. Individuals and other participants in the economy are connected through networks, which have a significant impact on economic development. As a result, the interactions among consumers, enterprises, and institutions are constantly evolving, and there is no automatic tendency toward equilibrium in the sense that this term is used in economics.
Individuals have a limited cognitive capacity to manage and process the amount of information available. Moreover, it is unrealistic to assume that they do not have limited rational or informational constraints. However, Walras's general equilibrium model, while focusing on the agents interacting with each other and the markets that shape prices, does not consider the external factors that play a central role in people's behavior and preferences, which often deviate from the axiom of rationality and the assumption of equilibrium. Here, therefore, lies the crucial difference between the general equilibrium model and the complex system approach to the economy.

Scenario Planning in Complex Systems with High Uncertainty and Creativity
The generation of innovative ideas is key to the development of effective strategic planning. Typically, organizations tend to adopt ideas that are a continuation of strategies already in place (Curnin et al., 2022). This is either because the existing strategy is considered successful, or because there is no indication that the dynamics of the environment will change rapidly. However, strategic planning requires original thinking, the absence of which is a key reason for failure (Bundy et al., 2017).
On this basis, scenario planning is seen as a systematic tool for creative thinking about possible complex and uncertain future contingencies (Coates, 2000). According to Chermack (2004), scenario planning changes thinking, improves decision-making, and enhances the creativity and imagination of those involved in the process. However, the formulation of realistic contingencies for the future improves the performance of actors using strategic planning scenarios.
In fact, the new challenges faced by individuals, businesses, and policymakers require creative solutions as they are often being faced for the first time. However, the implementation of creative solutions also requires commitment and perseverance (Mazzucchelli et al., 2019). In this context, foresight and scenario planning should be understood as an ‘intervention,’ in which the engagement of creativity also leads to the appropriate and timely formulation of actions (Bourmistrov & Amo, 2022). Furthermore, scenarios should incorporate potentially unconventional and perhaps conflicting ideas of all those who will develop and use them. In other words, they should take different paths, broaden the horizon, and add new variables to prepare the strategy better.
However, we should be conservative with the ‘creative uncertainty’ we add to scenarios, as there is a danger that scenarios can act as ‘self-fulfilling prophecies.’ A scenario does not describe specific events but rather the likelihood of their occurrence. However, a scenario has the power to change human behavior, leading to its confirmation through expectations. Scenario designers should, therefore, be aware of how scenarios influence people’s expectations, as they could be manipulated to make the worst-case scenario come true. This statement is based on individuals’ collective need for hope (Durance & Godet, 2010). Therefore, extremely unfavorable outcomes should be avoided and there should definitely be a positive connotation of the future to make it ‘worth’ experiencing and fighting for its realization. At this point, it is clear that analysis of the future is neither a science nor a mere fantasy.
Important parameters in scenario planning are personality traits and culture. Since personality traits and cultural factors shape human behavior and decision-making, creativity is important to realize the ultimate goal here, which is simply to make creative strategic thinking an assessment tool.
In general, creative knowledge and creativity are inherent concepts in innovative ideas (Ward, 1994). Creativity is often seen as a means of artistic expression without any particular economic significance (Polman & Emich, 2011), and depends on many factors, most of which are psychological. Positive moods among group members tend to increase creativity (Isen et al., 1987), while conscious thinking and multiculturalism enhance performance by encouraging creative initiatives (Dijksterhuis & Meurs, 2006; Galinsky et al., 2008; Leung et al., 2008). Similarly, research has identified psychological factors that have negative effects, such as a lack of motivation, external rewards, and counter-thinking (Amabile, 1996; Friedman & Förster, 2000; Markman et al., 2007).
The scenarios encourage decision-makers to embed creativity in the organizational culture while remaining vigilant to deal with unforeseen events (Riesch, 2012). Therefore, creativity in scenario planning is an attempt to cope with high uncertainty. The subsequent development of a range of possible outcomes allows individuals to broaden their thinking, and creative thinking is considered essential for the effective management of complex situations.
Undoubtedly, people face a number of unexpected situations on a daily basis, the outcomes of which require extended thought and consideration of a range of possible outcomes. However, keeping the possible outcomes in mind, we prepare ourselves to deal with adverse situations. As scenarios motivate human thinking, the challenge is to enrich them with creative thinking. In other words, scenario development should focus on enhancing creativity (Bruce, 1992; De Brabandere & Iny, 2010; MacKay & McKiernan, 2010).
Scenario planning and development are carried out in two stages. The first stage involves gathering and analyzing the dominant trends and forces associated with future changes. At this stage, team members must consider the impact of trends and their implications for the future. The second stage is to determine the axes along which the scenarios will move. Here, the creativity of the team contributes to the effective management of all available data and their integration into the scenarios.
Developing creativity in scenario planning helps identify new alternative approaches to dealing with the future and broaden thinking. However, applying creativity to scenario analysis requires intensive use of cognitive skills. Stimuli from other disciplines are therefore considered essential as they contribute to the cultivation of creative thinking. Expanding the number of alternatives ultimately helps strategy developers in decision-making. This is because the concept of creativity is multidimensional and contributes to the successful completion of scenario planning and exploitation of business opportunities.
In the challenging conditions of an uncertain future, traditional valuation tools often fail because their application implies a general acceptance of most conventional assumptions that do not reflect real economic conditions. These developments tend to render traditional evaluation methods ineffective, necessitating the search for new effective methods, such as creative strategic scenario thinking, that provide a more reliable assessment of future situations.
Strategic planning with alternative, detailed, and rationally structured scenarios never guarantees success. However, failure can be useful in addressing future hypotheses for more successful strategic planning outcomes, as it builds on existing experience to correct inappropriate handling and improve the scenarios, tools, and methods used to obtain and evaluate information.

Delving into the Role of Scenarios in Futures Analysis
One way to increase the effectiveness of long-term planning is to develop alternative futures or, in other words, scenario planning (Bezold, 2009). Of course, the future, when we experience it, will have only one unique aspect, but when we prepare for it, we need to imagine more than one possibility as a result of the different assumptions that will be formulated. By moving from the concept of a single fixed future to the concept of multiple perspectives, the understanding of a single evolutionary path is divided into multiple future paths. To understand and describe the future in the plural, scenario planning is an appropriate and thorough method.
Scenarios generally refer to a chain of non-existent events (Wilson & Ralston, 2006) and usually include plausible but often unexpectedly important situations and problems that exist in some nascent forms in the present (Hiltunen, 2009), thus describing the relative possible development paths between the present and the mapping horizon (Kuusi et al., 2015). A set of scenarios essentially reflects our perceptions of what is predictable and predetermined. Therefore, they embody a notion of indeterminacy. At the same time, they embody the notion of complexity because of the interdependent events they describe.
Scenarios encourage the emergence of alternatives to different problems associated with alternative outcomes, considering the uncertainty that existed at the time they were created (Davis, 2003). In other words, scenario planning is a valuable method because it offers insights into the range of possible futures that may emerge from uncertainty (Goodwin & Wright, 2010).
Scenario planning helps to view the present and the future as a constantly evolving reality, subject to the uncertainty of the present. This requires the creation of alternative future situations that consider the present as their starting point, depending on the interacting factors and conditions that arise.2 Consequently, for each view of the future, a corresponding scenario is created. Therefore, a scenario is a narrative that describes in detail what the future could look like under certain assumptions as a result of the cause-and-effect relationship.3

Scenario analysis, on which strategic planning can be based, should not be confused with the concept of objective. The latter answers the question ‘where do we want to go,’ whereas a scenario answers the question ‘what might happen.’ To answer this question, we require a sensitive scanning system that alerts us to the emergence of new and unpredictable forces that could lead to new and unexpected directions.
Scenarios therefore analyze certainties, but above all, they highlight the uncertainties of the future. Thus, their development is aimed at providing a vivid description of the future world under the basic assumption that the future is uncertain. Consequently, the future takes on different forms and images, and for each of these images, we generate several possible future states. Its main contribution ultimately lies in effective decision-making based on the control of uncertainty as a consequence of the visualization of the alternative paths that the present can take over time.
Scenarios as a Tool for Predicting the Future
In the field of science, attempts have been made to predict the evolution of various (economic, political, and social) systems over time, but they have rarely been successful. This is probably to be expected; otherwise, we would be discussing the paradox of science, that is, the unnecessary need to develop a scientific field that aims at a rigorous prediction of something that is mostly known in advance (Sorensen, 2022). Therefore, the main challenge for decision-makers is to develop the best possible methods for predicting the variables of interest. More generally, a key objective for any stakeholder should be to formulate effective strategies that help identify, integrate, and manage change. However, formulating effective strategies is not an easy process and is not always successful.
Scenario planning emerged in the 1960s and the 1970s. In particular, scenarios were first used by Royal Dutch Shell, which was able to use them to effectively manage the 1973 oil crisis. Scenarios helped the company identify the threats and opportunities posed by the crisis and formulate appropriate management strategies. The effective use of forward planning also enabled the company to outperform its competitors by successfully managing an oil price crash in the late 1980s. Through scenario planning, Shell had anticipated a potential price drop and had put in place a number of preventive measures. In essence, Shell followed the appropriate planning that led it to react immediately to the event before it fully manifested itself (Schoemaker & Van der Heijden, 1992).
Scenario planning is therefore a systematic tool for thinking creatively about possible complex and uncertain futures. But when we shift the focus from predicting one possible future to mapping out various alternative futures, we end up in a complex situation where we have to manage, instead of one, many ever-changing objectives. This requires the creation of new alternative images of the future “through a visionary exploration of the possible, systematic exploration of the probable, and ethical evaluation of the preferred” (Toffler, 1978).
Before the advent of scenarios, formal forecasting tools were considered the most important ‘weapons’ available to an organization to achieve its objectives. In previous decades, strategic planning was formulated based on the assumption that the future is largely predictable and therefore plannable. As volatility is not a part of everyday life, formal forecasts were the main decision-making tool. Consequently, in many cases, scenario planning was seen as an unnecessary function since with the then existing strategic planning the organization could cope with uncertainty. Today, this is no longer the case, and formal methods are seen as insufficient to fully respond to new challenges that have emerged over time.
Currently, individuals are confronted with new and totally unpredictable situations, often beyond their control. This means that the problem of forecasting has become more complex today, despite the new and highly sophisticated techniques available (Fergnani & Chermack, 2021). However, complex techniques can have the opposite effect, making the predictions more difficult rather than easier. At the same time, innovations and inventions, as well as the time between the development of an innovation and its implementation, accelerate change, affecting almost every area of human activity (Millett, 2011). It is the combination of the speed of change and the complexity of the socioeconomic system that creates uncertainty.
Because a key component of the future is serendipity, people cannot make long-term predictions and expect them to be accurate (Ramírez et al., 2017). The overall picture of the future is uncertain, but some elements of the future are known today. The extent and dynamics of these elements can lead us to more reliable, but not exact, estimates of future developments.
To this end, it is considered extremely important to gather as many resources as possible and, above all, to obtain as much and as accurate information as possible. By increasing the pool of information and then analyzing it in detail, we can strengthen our ability to cope with an uncertain future. The more information we have, the easier it is to understand how complex systems work and how they evolve. Scenarios are considered to be more effective forecasting methods precisely because they allow us to gather information from different sources, providing a practical means of integrating the vast and often incomplete and conflicting elements of both qualitative and quantitative information.
The innovative element introduced by scenario analysis is the ability to speculate not on a single future, but on a range of possible alternative futures. In other words, scenario analysis does not attempt to provide an exact picture of the future but instead presents alternative future developments and situations, and develop better strategies to overcome today's biased perceptions (Schoemaker, 1995).
In other words, by using scenario planning as a strategic tool to explore possible future situations, we do not predict the future (Collis, 1992), given that scenarios are not a method of rigorous forecasting (Goodwin & Wright, 2010) but identify the range of possible factors that could influence the shaping of developments (Wenzel et al., 2021). As a result, effective decisions are possible by avoiding a single point of prediction and focusing on the dynamics of change which require the formation of multiple and different visions of the future (Gordon, 1992).
Scenario analysis thus leads to thinking beyond the defined “paths” that other forecasting methods may follow, while it can be enriched with other methodological tools that broaden our cognitive perception.4 Scenarios are interlinked and in line with the trends behind different contingencies. Following these trends, the focus is on the evolution of individual and isolated situations. Therefore, scenarios describe the evolving course of events as a result of the interaction and interdependence of the factors involved, providing a dynamic rather than static picture of the future, as the relationships between the factors are constantly evolving and reconfigured (Varum & Melo, 2010).
These scenarios also have the great advantage of being transparent. The logic behind them is clear, and their ideas are readily available to those who wish to use them. This is even more evident when the team developing the scenarios is the same team involved in strategic decision-making. In conclusion, scenario planning is more than a forecasting method, as it represents a different way of looking at and approaching the future, and a different approach to strategic planning and decision-making (Wilson & Ralston, 2006).

Scenarios and the Horizon of Analysis
In contrast to the various models for predicting the future, most of which have a short-term horizon, scenario planning has a longer implementation time horizon (Goodwin & Wright, 2010). This is because the creation of scenarios with a limited action horizon could be described as a ‘counterproductive’ process, given the number of resources allocated to their creation. The time and effort required to develop them would be disproportionate to the benefits they could provide if they were designed with a short-term action horizon (Enzman et. al., 2011).
However, short-term planning remains a key driver of strategic planning, as it defines immediate operational priorities and sets the targets that reflect them, always with a view to the efficient management of available resources (Brundin et al., 2022). A strong focus strategy also provides the means to specialize and develop the organization’s competitive advantages, especially in dynamically evolving environments (Tapinos, 2012).
Short-term planning generally offers the opportunity to systematically monitor the various forces that shape the environment and indicate the direction in which trends will lead in the short term. However, short-term planning is often utilized myopically. Key decision-makers often focus their efforts on achieving short-term goals to the detriment of more efficient long-term goals so that they can reap the benefits themselves for the time they are involved (Jensen & Warner, 1998). This results in the development of strategic processes that, while adapting to the limited time and resources available, are inefficient.
Of course, no method for predicting future developments is sufficient to guide us successfully through the maze of change we face. However, when changes are frequent and uncertainty is high, scenario planning is favored as a more useful tool than short-term strategic planning.
It is also worth noting that although scenario planning is commonly used for long-term strategic actions, the decision to undertake them is usually made at present (Kennedy & Avila, 2013). This means that the time horizon of the scenario action allows for adaptability, thus allowing for the possibility of combining it with short-term planning techniques. Therefore, the effectiveness of scenario planning lies in enhancing the usefulness of other strategic instruments, making it an indispensable complementary tool even for short-term planning and forecasting models.

Scenarios and Strategic Flexibility
Strategic flexibility refers to the combination of an organization’s degree of responsiveness to changes in its environment and its situation. The organization’s ability to respond and react to environmental stimuli is seen as more important than its economic performance. This is perhaps because responsiveness is closely linked to innovation, and thus, to overall growth and efficiency. The same applies to the flexibility of larger structures such as states.
Scenario development shows a much greater degree of adaptability and flexibility than the other strategies for forecasting the future. There are several reasons for this, but the main one is that strategic planning through scenarios develops a thorough analysis of the situations that may arise, and therefore, the corresponding actions to be developed. Scenario development makes it possible to examine the extent to which resulting situations may even be ‘missed opportunities’ or ‘emerging threats’ (Mintzberg, 1994). Scenarios thus contribute to the successful representation of the future because, under certain conditions, they help transform systemic uncertainty into a source of comparative advantage. This does not mean minimizing or eliminating it, since it is not possible to formulate a system of behavior that is free from the influence of systemic uncertainty and serendipity.5

Therefore, the scenarios provide a solid basis for continuously monitoring the environment and adapting the strategy accordingly. In other words, scenarios help decision-makers understand the dynamics of the changes they will inevitably have to deal with (Bartkus et al., 2018). Indeed, by examining the trajectories of the different scenarios, we can obtain some clues about the timing and nature of the changes that will occur. The point at which Scenario A seems more likely to materialize than Scenario B is the point at which we can intervene and change strategic priorities to help achieve the desired future.
Scenario planning can, therefore, give us clues as to when our interventions will be successful; that is, it can in some way indicate the critical point of intervention. Scenarios thus highlight critical developments and the strategic choices to be made. However, this also means that they increase stakeholders’ efficiency by allowing them to make continuous and incremental improvements to their current strategy and benefit from change (Courtney et. al., 2013).
So, by envisioning alternative futures, we are given the freedom to either modify the environment as we wish, or to adapt to it. Scenario planning is thus considered to reduce the rigidity of the organization that adopts it, providing the possibility to speculate and think about alternative futures shaped by the uncertain course of forces that impose change and shape the new reality (Vecchiato, 2019). In a subsequent stage, the mapping of alternative futures contributes to the formulation and development of a strategy that focuses on achieving the set objectives, but at the same time promotes stability and the necessary strategic flexibility.
Once their implications for strategy formulation have been developed and interpreted, the scenarios should be tested for their validity in terms of the evolution of events (Armstrong, 2000). In short, scenario planning formulates a range of alternative futures but at the same time identifies the implications that each perspective has. Of course, these scenarios cannot limit the occurrence of unforeseen events. However, by helping to increase the flexibility of strategic planning, they allow a range of future outcomes to be managed, unlike traditional forecasting methods (Godet, 2000).
Finally, it should be noted that when future developments are relatively predictable, using a single scenario to formulate a strategy and thus focus resources on it has significant advantages. However, in most cases, strategic decisions involve risk and uncertainty about the outcome of the developments they trigger. Since decision-makers tend to avoid risk, it is more productive to organize the allocation of their resources in different scenarios, emphasizing the flexibility they entail that allows them to adapt quickly to the changes imposed by the rapidly changing environment.
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Footnotes
1Although the term risk is widely used in economics, it is not clear what we mean each time we use it. The fact is that the concept of risk is used in a minimally nuanced way to describe many situations. Aven and Renn (2009) have identified about ten different definitions of risk in the literature. Misunderstandings also arise when we try to go further and identify the different classifications of risk (Taylor-Gooby, 2000).
In attempting to define risk, we note that it is understood as a decision situation that involves uncertainty, but whose outcomes, as well as the probabilities of their occurrence, are to some extent known to the decision-maker (Aven & Renn, 2009). In another approach, risk can be defined as the situation in which one gains or loses something of known value under relatively known probabilistic contingencies.
It should be emphasized that risk can signal a positive or negative turn of events. Unfortunately, in Greek, risk is usually associated with negative events. In general, the English language is dominated by the expression “upside risk,” which means that the quantity in question (e.g., profits) may move in a positive direction, and “downside risk,” which means that it may move in a negative direction.

 

2The choice of a unidirectional strategy, i.e., the adoption of a single scenario, raises issues of reduced flexibility (which, as we will see below, is very important).

 

3Narratives are created after exploring the factors that will trigger, qualify, and shape the possible outcomes. By emphasizing the creation of long-term narratives, scenario planning encourages decision-makers to study different examples and real-life situations, which will help them to change their current way of thinking.

 

4One such case is the Johari Window model (Kuosa & Stucki, 2021), a tool for exploring future precognition. The Johari Window was developed by Luft and Ingham (1955) and uses a methodology originally used in psychology to help people better understand their relationship with themselves and others. It is essentially a two-by-two matrix in which each box contains a pair of the possible combinations of knowledge that arise when we have on the vertical axis the states 'known' and 'unknown to ourselves about ourselves' and on the horizontal axis the states 'known' and 'unknown to others about ourselves.' In Rumsfeld's modification (Justo, 2019), the focus is not on the relationship between our own knowledge and others' knowledge about elements of ourselves, but on whether something is generally known or unknown to us, but not at the level of an individual, but at the level of a group or society. The model reflects the four categories/combinations of second-order knowledge (known-knowns, unknown-unknowns, known-unknowns, and unknown-unknowns) that arise when we ask ourselves what it is that we know, each combination reflecting different levels of knowledge and uncertainty.

 

5This would only be possible in a strictly causal (deterministic) environment.
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Introduction
The beginning of the development of theories of economic growth and development can be traced to Adam Smith's (1776/1977) famous book Wealth of Nations, which structured the thesis that wealth (goods) and the well-being of societies derive from and increase through the division of labor and the consequent improvement in productivity. Since then, particularly in the post-war period, economics has witnessed a sustained and multifaceted effort to examine a range of issues related to the nature, causes, and effects of economic growth and expansion. On many of the relevant issues, however, there is still no consensus, let alone acceptance of a ‘general truth.’
As a result, key questions in the economics of growth have not been fully answered, while at the same time new questions have emerged in research. Against this background, this chapter first presents and analyzes the main concerns arising from the theory and observation of growth (Section “The Key Issues for Growth”). These relate primarily to the factors that cause economies to grow. However, equally important issues that emerge are the possibility of convergence of economies, i.e., the assumption that poorer countries should experience higher growth rates than richer ones, thereby closing the income gap, and the relationship between growth and income distribution, i.e., its contribution to reducing economic inequality. Of course, concerns also arise from the importance of income growth in relation to its ultimate purpose, which is none other than people's well-being. The link between economic growth and the concept of economic development, as well as the examination of the appropriateness of Gross Domestic Product (GDP) as a key indicator of well-being, play a crucial role here.
Bringing together and examining the above issues provides an appropriate analytical framework and enhances our ability to explore alternative prospects for future economies. However, it is even more important to identify the deeper roots of development and growth. The search for sources of growth has preoccupied economic thought since its earliest formulations. From the time of classical economics, economists sought to provide a broader, more structured conceptual framework for the creation of wealth. As economic thought evolved, research in this area became more specialized, with studies of growth limited to the study of (physical and human) capital and technology. The remainder of this chapter, therefore, looks beyond the broad determinants of growth to the deeper factors that have fundamentally shaped the development of societies, namely institutions, cultural background, and biological and geographical characteristics of societies (Section “The Deep Roots of Development and Growth”).
In any case, economic developments must be treated in their dynamic and volatile dimension. This fact, moreover, allows us to approach the process of growth and development through the real forces that motivate it. As an extension of the complex approach to growth taken in the previous chapter, this chapter concludes with the development of a thesis advocating the need for a more holistic study of economic and social change (Section “Towards the Political Economy of the Future”). The key message is that political economy in the future must go beyond the narrow approach of orthodox economics and build on earlier methodological insights derived from locating the economic sphere in the real space of social interaction.

The Key Issues for Growth
In the days when Adam Smith laid many of the foundations of economic theory, economic data were dominated by small changes in economic growth and relatively small differences in income between nations. This economic stagnation, with low levels of productivity, high fertility rates, and the dominance of physical over human capital, is characteristic of pre-industrial societies (Clark, 2005), giving rise to the image of living in a Malthusian trap (Ashraf & Galor, 2011a).1 In fact, sustained long-term growth is a relatively recent phenomenon in human history, most of which has occurred in the last 200 years, especially in the last few decades.
Maddison (2001) estimates that the GDP per capita of the world economy in the year 1000 was approximately the same as in year 1, while its growth was weak until 1820. Sometime around 1820, the global growth rate began to increase markedly, peaking in the post-war period up to 1973—the ‘golden age' of capitalism. By 2000, the world GDP per capita was almost ten times higher than that in 1820 (Maddison, 2001). Of course, growth has been historically uneven, not only in terms of time but also in terms of space, that is, differences in the performance of countries.
The following questions arise:	i.
What are the factors that have led and continue to lead some countries to grow rapidly, while others remain stagnant?

 

	ii.
What are the reasons for the large differences in per capita income between countries, and how does this affect the process of convergence of economies?

 

	iii.
Just as importantly, what does the increase in the rate of change of growth imply in terms of political economy and, in particular, income distribution?

 





Beyond these critical issues, it is also important to consider their impact on other, more qualitative aspects of human life.	i.
Can we say, for example, that the measure of growth is an indicator of happiness?

 

	ii.
More generally, does growth go hand in hand with well-being?

 





Trying to answer these questions has been an ongoing research activity that goes beyond the narrow confines of the economics of growth and development.
In its simplest formulation, economic growth is defined as a change in GDP. However, because GDP as an indicator only captures changes at the material level, the usefulness of growth as an indicator of welfare has been questioned by examining the adequacy of its definition. Economic growth is understood as the improvement in a country's standard of living over time, measured by the increase in the quantity and value of goods and services produced in an economy over a given period (usually one year). Formally, this is measured as the rate of change in GDP.
GDP is the most powerful statistic in human history because no other indicator has had a similar impact (Lepenies & Gaines, 2016). It is also a fact that a country's economic performance is now considered identical to its economic growth, that is, changes in GDP. However, for Simon Kuznets (1934), while GDP—a term he coined2—is a useful assessment of the contribution of economic activity to the well-being of a country's inhabitants, it should not be used as an absolute measure of an economy's success.
A relatively common misconception is the identification of economic growth and development. Growth is a quantitative indicator of living standards. By contrast, economic development has a qualitative element and refers to a general improvement in social welfare. Economic development, as Kuznets (1967) points out, is multidimensional and involves not only an increase in aggregate output, but also the fundamental transformation of an economy, ranging from the structure of its productive sectors to its demographic and geographical composition and its entire social and institutional fabric. The conceptual difference lies in the fact that economic development is associated with qualitative changes in institutions and social structures (Myrdal, 1972), understood as a process of expanding the real, essential freedoms enjoyed by people (Sen, 1999). In other words, economic development is a broader concept, as it is not only narrowly related to income but more generally to the creation of ‘capabilities and opportunities’ for members of society. It is, therefore, more fruitful to understand the two concepts in a complementary context: economic development implies economic growth, while the latter does not necessarily imply economic growth.
Despite the criticism that growth does not always reflect the true level of living standards, it remains the primary measure of well-being; hence, there is constant effort to find what motivates it. Indicatively, the extensive related literature has examined factors such as human capital (Alatas & Cakir, 2016; Brist & Caplan, 1999; Dougherty & Jorgenson, 1996), innovation and technology (Lucas, 1988; Romer, 1986; Solow, 1956), investment (Azam & Ahmed, 2015; Borensztein et al., 1998), and capital accumulation (Bond et al., 2004), among others, as drivers (or inhibitors) of growth; (van Leeuwen & Földvári, 2013), openness to international trade (Frankel & Romer, 1999; Krueger, 1990; Sachs & Warner, 1995), economic inequality (Alesina & Rodrik, 1994; Persson & Tabellini, 1991), property rights (North & Thomas, 1973), the legal system (Xu, 2011), the role of democracy (Barro, 1996) and institutions in general (Acemoglu et al., 2002, 2004; Acemoglu & Robinson, 2012; Easterly, 2001; Easterly et al., 2003; Glaeser et al., 2004; Rodrik, 2003; Rodrik et al., 2004), cultural background (Johnson & Lenartowicz, 1998; Luigi et al., 2006), social capital (Fukuyama, 1995; Putnam, 1993), and religion (Barro & McCleary, 2003; Campante & Yanagizawa-Drott, 2015), but also the level of corruption (Gründler & Potrafke, 2019; Mauro, 1995), geographical factors (Ashraf & Galor, 2011b; Diamond, 1997; Faye et al., 2004; Gallup et al., 1998; Kamarck, 1976; Olsson & Hibbs Jr., 2005; Sachs, 2001; Rodrik, 2003), and demographic trends (Boserup, 1981).
However, according to Hirschman (1958), one cannot draw up a fixed list of preconditions for economic growth and development that would automatically lead to economic success, as there may be alternatives to his so-called preconditions that may vary over time and geography. Additionally, the factors that motivate growth may not be the same as those that are important for sustaining growth (Rodrik, 2006). Support for one-sided growth cannot be complete if we consider that every culture contains elements that can promote growth in some circumstances and hinder it in others (Geertz, 1963). In the long run, cultural values and institutions are shaped and reshaped by economic growth, often with cyclical causality (Harrison & Huntington, 2000).
Under certain assumptions in neoclassical theory, the economy is in absolute equilibrium in the long run, a situation that includes the idea of the conditional full convergence of economies. Under the convergence hypothesis, per capita income in poorer countries tends to grow at higher rates than in richer countries because of rapid growth when the level of physical capital per capita is low (and hence marginal productivity is high). Indeed, assuming that countries differ only in the capital-labor ratio and not in technology, absolute convergence can be achieved.3

The existence of conditional convergence among economies sharing common characteristics is possible (Barro, 1991; Sala-i-Martin, 1996), as is the existence of absolute convergence among a selected group of economies (Barro & Sala-i-Martin, 1992; Mankiw et al., 1992). However, the fact that a country is poor does not necessarily guarantee that it will experience growth capable of bringing about promised convergence (Cohen, 1996; Johnson & Papageorgiou, 2020). Differences and lack of mobility in the factors of production, different institutional structures, and the effect of technological accumulation are considered to be the main obstacles.
In this context, Abramovitz (1986) emphasizes the need for pre-existing ‘social capabilities,’ such as the ability to absorb new technologies, attract capital, and participate in international markets, to reduce the lag of poor countries, the lack of which may explain the current divergence. Alternatively, the necessary preconditions can be attributed to the need for what Hall and Jones (1999) describe as ‘social infrastructure,’ that is, institutions and government policies that define the economic environment in which individuals accumulate skills and firms accumulate capital. If economic success is now understood as a self-sustaining process (Myrdal, 1972), that is, a path-dependent development in which existing opportunities create further opportunities, then the initial conditions (social capabilities or infrastructure) of an economy can sustain or even enhance divergence.
The theoretical study of the relationship between economic growth and income distribution developed significantly from the mid-1950s, following the publication of Kuznets’ (1955) “Economic Growth and Income Inequality.”4 Since then, the idea that high rates of economic growth alone can lead to a reduction in poverty and income inequality has prevailed because it is assumed that increases in national income are directly or indirectly diffused throughout the population through various transmission mechanisms.
However, the maintenance (Milanovic, 2011) or even increase (Blanchet et al., 2019) of inequality in recent decades, when growth rates have also been high, raises issues such as the unbalanced distribution of growth or trade-offs between growth and income redistribution (White & Anderson, 2002; Woodward & Simms, 2006). Based on both theoretical and empirical studies, it seems that the relationship between income inequality and growth is unclear (Gallo, 2002; Mdingi & Ho, 2021). It may be negative, positive, or even have no relationship at all, while at the same time, the effect, if it exists, may be bidirectional. What emerges from the data is that the distributional role and, more generally, the impact of growth should be considered through a more holistic approach in interaction with other factors in the social, economic, cultural, and political environment of a country.
Since the 1960s, the use of GDP (and its changes) as an appropriate indicator of progress and well-being has been questioned, with the literature focusing on some of its technical weaknesses, such as the fact that GDP (van den Bergh, 2009):	is an incomplete measure of economic activity, while at the same time it fails to include goods and services that do not pass through the market system but affect living standards (e.g., externalities, public goods, and informal economy).

	provides information only on average income, and not on the composition and distribution of income.

	shows a low correlation with social welfare after a certain level of development.





The problematic nature of GDP as an indicator of well-being can essentially be attributed to its construction, as it contains only references to the material level of development. However, we cannot assume that an increase in GDP will necessarily lead to an improvement in living conditions simply because the total expenditure increases. Human beings are characterized not only by their income and wealth, but also by their personality, which includes psychological well-being and physical health. Consequently, these concerns are extended to include a person's quality of life, which ultimately determines their level of happiness.
Although some studies (Rus & Blăjan, 2021; Zagorski et al., 2010) argue that there are differences between poor and rich countries in terms of the effect of income growth on happiness—a result of the relative scarcity of income and the decreasing marginal utility of money with income level—in the long run, there is generally no significant relationship between the growth rate of GDP per capita and the increase in happiness (Clark & Senik-Leygonie, 2014; Easterlin & Angelescu, 2009). According to Easterlin's happiness-income paradox (Easterlin et al., 2010), at one point in time happiness is directly related to income, but over time, happiness does not increase as a country's income increases.
As a consequence of the shortcomings of GDP, several alternative indicators of living standards have been proposed (Schepelmann et al., 2009; Szigeti et al., 2013; van den Bergh & Antal, 2014), which extend the criteria for assessing social well-being to include social and environmental issues. The Human Development Index (HDI), developed by the United Nations Development Program (UNDP) in 1990, is one such project. The HDI is a composite indicator that combines income (i.e., Gross National Product) with social sub-indicators of health (life expectancy) and knowledge (average years of schooling completed and expected years of schooling at entry into the education system).5 The HDI was created to place people and their potential, not just economic growth, at the center of a country's development (UNDP, 2020).6

Another case is the Better Life Index (BLI), developed by the Organization for Economic Co-operation and Development (OECD) in 2011 in an effort to better capture the multiple dimensions of economic and social progress. The aim of constructing the BLI is to synthesize individual social and economic indicators7 that can better reflect well-being and development, focusing on four key areas (OECD, 2011): environmental sustainability, rising living standards, reduced inequality, and resilience of social systems.

The Deep Roots of Development and Growth
The core of the economics of growth was formed in the twentieth century by theoretical and empirical studies that measured the differences in the levels and growth rates of the contributions of physical capital, human capital, and (initially as a residual) technology. For decades, exogenous growth models have emphasized capital accumulation and the exogenous determination of technological progress, while endogenous models have focused on the accumulation of human capital and knowledge as key determinants of economic growth (Petrakis, 2020).
Identifying the underlying causes of growth answers the old fundamental question in economics: Why is there more wealth in some societies than in others? But why have some societies been able to accumulate and innovate more quickly or more efficiently than others? While the above approaches to growth have proven useful in explaining the convergence of economies, they have contributed less to understanding the roots of growth. According to Nelson (2005), the essence of what we know about economic growth cannot be captured by a formal model or a few simple empirical rules, or may even be misleading. Moreover, many of the most important determinants of growth cannot be quantified; thus, much of the theory in the economics of growth must be descriptive, with formal analysis playing a supporting rather than a dominant role.
More recently, studies on economic growth and development have sought to go beyond the broad determinants to examine deeper factors that have fundamentally shaped the evolution of societies and are deeply rooted in history. Thus, a more modern approach places institutional and cultural backgrounds at the center of the debate on differences in prosperity between countries. Culture—all the beliefs, values, stereotypes, and etiquette that characterize members of one society and distinguish them from members of other societies—can explain how human behavior affects economic outcomes. Institutions, on the other hand, are human structures of rules (formal forms) and behavioral norms (informal forms) that shape and constrain individual behavior (North, 1990; North & Thomas, 1973). The form and evolution of the cultural and institutional background are essentially based on the historical and cultural heritage of each nation, and the cultural and institutional background is deeply rooted in the collective subconscious and in the individual's environment (Petrakis & Kostis, 2014), and constitutes a set of information and data that is responsible for shaping human behavior. Individuals are able to use this data to structure their cognitive background and reasoning processes (Douglas, 1987).
Cultural background and institutions interact at several levels. Culture influences the way institutions are designed and operated, and institutions influence the values and beliefs of society. This can include the factor of geography, which has been positively associated with the development of early institutions, the influence of cultural background, and more generally, the creation of conditions that can promote or hinder development and growth. At the same time, there have been significant advances in the study of cultural evolution in recent decades, drawing on ideas and models from evolutionary biology. Cultural evolution is generally understood as the evolutionary theory of social change. Previously, the view was that social change resulted from biological adaptations; however, it is now generally accepted that social change occurs as a result of a combination of social, evolutionary, and biological influences, with cultural evolution forming the basis of a growing field of scientific research in the social sciences.
In this context, the deep roots of economic growth can be approached through the analysis of institutions and cultures, geographical and biological factors, and genetic and cultural transmission. Although these approaches to understanding growth tend to lack the mathematical or statistical rigor of studies of typical growth factors, any perspective on growth that does not take into account social complexity now seems rather incomplete. However, the above factors cannot fully explain the process of economic growth in isolation. Therefore, the answer lies in the co-evolution of these factors and the underlying mechanisms that motivate them.
Geographical factors can be directly linked to economic growth. However, while it is easy to see that geography is a sufficient condition for influencing productivity directly, the indirect mechanism is not straightforward. Kamarck (1976) argued that geographical location, through prevailing climatic conditions, has a direct effect on productivity and, hence, on the growth of countries. Similarly, Sachs (2001) argues that the impoverishment and income inequality of tropical countries are due to their natural geographical location and prevailing climate, which are not conducive to the development of technology and result in low growth rates. Gallup et al. (1998) argue that diseases such as malaria are geographically determined, with regions that have failed to eradicate malaria almost all being poor, in contrast to geographically advantaged regions that have been able to eradicate malaria and thus rapidly experience significant economic growth.
Faye et al. (2004) show that landlocked countries8 tend to have lower levels of development than their neighbors, which is also explained by their disadvantaged geographical location. Diamond (1997) and Olsson and Hibbs Jr. (2005) argue that from prehistoric times to the present day, geography has influenced the development and growth of nations in an indirect but influential way by providing relatively favorable conditions.9 According to Diamond (1997), the striking differences between people on continents throughout history are due to differences in their environments. On the other hand, Ashraf and Galor (2011b) show that geographical factors can influence the conditions of economic growth and development through the influence of cultural background. They argue that pre-industrial geographic isolation, while beneficial for early rural development, had a negative impact on the level of cultural diversity at the time but was positively associated with economic growth as economies industrialized.
Acemoglu et al. (2002), on the other hand, examine the transfer and creation of growth-oriented institutions by European colonists in the colonial period and conclude that it is the way a society is organized, i.e., its institutions, rather than geographical factors, that determines economic performance.10 The argument is based on the assumption that if geography is the determinant of differences between countries, there should be continuity in the performance of economies since geographical conditions have not changed much in recent history. Thus, it is argued that if an economy achieves sustainable long-term growth, this is due to existing political and economic institutions (Acemoglu et al., 2004; Acemoglu & Robinson, 2012).
According to Rodrik et al. (2004), institutions have precedence over geography. In their study, growth depends directly on the quality of the institutions to which geography contributed significantly. This means that geographical factors do not have a direct, but only an indirect, strong effect. Similar conclusions were drawn by Easterly and Levine (2003), who showed that geographic and climatic factors affect growth only through their effect on institutions. However, the relative measurement problems and statistical limitations make it difficult to establish a link between institutions and growth (Glaeser et al., 2004; Przeworski, 2004). Institutions and growth may have bidirectional causality because as societies become richer, institutional growth is more likely (Glaeser et al., 2004), while at the same time institutions and growth may be related only through indirect, ambiguous means (Przeworski, 2004).
Colonialism certainly led not only to the transfer of good institutions but also to the transfer of human factors and all their characteristics (Glaeser et al., 2004). Therefore, according to Spolaore and Wacziarg (2013), the development of all relevant regions is related more to the movement of populations than to the transfer of institutions. Thus, the quality of institutions may be beneficial for the economic development of societies; however, the broader characteristics of the population may explain the evolution of the economic performance of states. Therefore, comparing the success of economies should not be limited to institutions alone but should also consider the long-term characteristics of the population (Spolaore & Wacziarg, 2009, 2013). According to Richerson and Boyd (2005), the general framework for studying and modeling cultural evolution should be that of ‘population thinking.’ This involves viewing a system such as a culture as a population of relatively autonomous elements of different types, defined as historical subpopulations, whose characteristics may change over time.
It is a fact that economic outcomes can be influenced by characteristics that are transmitted from generation to generation over time (Spolaore & Wacziarg, 2013). By identifying the factors that shape human behavior, therefore, we can understand the differential performance of economies beyond the broad sources of growth. This begs the question of how human behavior is transmitted. There are two main mechanisms: (a) cultural transmission and (b) genetic transmission, that is, the transmission of genetic information from one generation to the next. Cultural transmission and Darwinian theories have attempted to identify the mechanism of the evolution of human behavior by incorporating and projecting population characteristics.
Human behavior is, to some extent, built into our genes and is therefore passed on to future generations. Indeed, humans transmit biological traits to subsequent generations through DNA. Genetic evolution influences an individual’s ability to perceive the world and allows them to collectively develop a complex culture (Ehrlich & Feldman, 2003). However, humans do not inherit traits from their ancestors through biological transmission alone. Typically, people acquire most trait elements through cultural transmission (Spolaore & Wacziarg, 2013), that is, from information capable of influencing the behavior that we have acquired from other individuals through teaching, imitation, and other forms of social transmission (Richerson & Boyd, 2005).
Therefore, cultural traits can be transmitted from one generation to the next through social learning (Bandura, 1971; Bandura & Walters, 1963). Through social learning, a particular behavior is adopted by subsequent generations; therefore, differences between populations are explained without reference to genetic reasons. Therefore, different behaviors may reflect different social learning processes.
Dawkins (1976) proposed the concept of a ‘meme,’ a replicator of ideas that can be reproduced in the brain through imitation. The meme, as an analogous concept to the gene, can be thought of as a ‘unit of culture’ (e.g., an idea, belief, or pattern of behavior) that spreads between individuals in the population. Differentiation and selection in the process of replication allow for Darwinian evolution and constitute a mechanism of cultural evolution.
Preserving existing information is a prerequisite for passing it on to future generations. However, this process is not straightforward because environmental factors can alter our knowledge base. Without the transmission and preservation of the cultural background, the development of social learning cannot be achieved. Boyd and Richerson (1985, 1988) focused on the evolution of retention, hypothesizing that transmission occurs with the evolution of genes that influence the extent to which behavior acquired through imitation is modified by individual learning.
Human outcomes often result from the interactions between biological and cultural factors. Therefore, according to proponents of the “dual inheritance theory” (Boyd & Richerson, 1985; Cavalli-Sforza & Feldman, 1981; Richerson & Boyd, 2005), the two transmission mechanisms (biological and cultural) of human traits should not be studied separately. Genes and culture are informational entities transmitted at different rates between generations and can be studied within a single framework that focuses on the interaction between biological and cultural inheritance systems. Culture evolves in part through a Darwinian process of selection, often described by dual inheritance theorists as analogous to genetic evolution. It is argued that both the evolution of cultural backgrounds and the evolution of genes have contributed to the creation and development of institutions and societies more broadly (Boyd & Richerson, 1985; Richerson & Boyd, 2005).
Such changes take time to occur. Therefore, the importance of historical legacies for economic performance should not be overlooked. The persistence of these deep causes and historical legacies hampers the economic development of societies. Investigating the causes leading to the observed differences in the cultural background of societies is a critical question for the social sciences, the solution of which leads to useful conclusions about the functioning of societies and, hence, their economic organization. However, answering such a question would require the integration of many levels of analysis, including social, economic, psychological, demographic, ecological, and biological criteria (Way & Lieberman, 2010).

Toward the Political Economy of the Future
Traditionally, at the core of conventional economic theory, the intrinsic 'beauty' of analytical tools has been privileged over their actual analytical dynamics. Samuelson (1969) argued that by imposing ergodicity11—i.e., the belief in a unique long-run equilibrium of the economic system regardless of existing conditions—there was hope that economics could be moved out of the realm of genuine history and into the realm of science. However, history has shown that orthodox economics cannot adequately deal with the dynamics of economic change. This is because it is based on the assumption of a predetermined, unchanging, and ergodically known reality (Davidson, 1996). However, real life, as we experience it, is unknown and constantly changing. On this basis, an exclusive focus on formalistic, abstract models based on strong assumptions of rationality is still far from understanding real socioeconomic development, and thus fails to give a full picture of the phenomenon.
According to North (2005), we are far from fully understanding how human beliefs and preferences influence social change processes. This cognitive acquisition is a necessary precondition, but one that is lacking in economists’ rush to model economic development. North acknowledges that a complete theory of economic change would require an understanding of demographic change, changes in the stock of knowledge, institutional change, and the ways in which these three developments are interrelated. Nelson (2005) further notes that we have been much more successful in promoting physical technologies than social technologies (i.e., institutions). Economic change should therefore be understood as an evolutionary process in which physical and social technologies co-evolve (Nelson, 2005).
It is difficult to argue that there is an alternative to neoclassical theory in an integrated form today. However, complex perspectives can be considered, and many can be developed into alternative theories. Modern contributions to economic theory pave the way for rethinking the economic tools that can be used to understand and predict economic developments. Some of them, such as evolutionary or behavioral economics, are extremely ripe for an alternative conception of economics. It is also the case that economics is now more focused on the study of human behavior, incorporating elements such as the role of psychological and historically evolved factors in decision-making.
The so-called cultural background, defined as a set of ideas, beliefs, traditions, and shared values, determines attitudes and behavior. Therefore, its inclusion is a necessary condition for formulating an economic theory. Since an individual's behavior and preferences are not consciously formed and are likely to change, the cultural and institutional background provides individuals with a set of information that has been built up over centuries in each society and reflects knowledge of the past (Hodgson, 1988).
Undoubtedly, human behavior depends on past experiences and the social structures that have evolved. At the same time, economic development is influenced by characteristics that have been transmitted biologically and culturally from generation to generation over the very long term. What is needed, therefore, is a theory of human action that provides a causal explanation of economic development. Human behavior, in turn, needs to be understood in terms of instincts arising from inherited traits and habits that are products of past experience. In other words, a theory of economic growth and development must identify the recursive causality between the individual and, as Veblen (1898, p. 390) would note, “the set of traditions, conventions, and material conditions with which the individual is confronted.”
Of course, the neoclassical paradigm remains a starting point for reflection, a valuable analytical tool, and a reference point for internal consistency in the development of alternative scientific perspectives. But a pluralist approach (Petrakis, 2020) allows us to move away from the need to uphold exclusively the truth of neoclassical economic thought, which, despite its internal consistency, reflects only certain aspects of reality and may have a partial spatial and temporal applicability.
A century ago, Thorstein Veblen (1857–1929) outlined the research agenda of the evolutionary approach, which included important building blocks for an analytical framework that is applied at different levels of analysis, drawing on knowledge from different disciplines in the social and natural sciences. This legacy shows us that the integration of insights from different disciplines, such as sociology, history, psychology, and even biology, into economics highlights historical specificities and recursive causality, the interaction between human factors and social structures, and the importance of feasibility and uncertainty. More broadly, it allows the study of the transformation of societies over time, as it introduces the formulation of more integrated theoretical thinking facilitated by the interdisciplinary approach. Finally, social sciences and economics, in particular, have at important historical junctures in their development found support in conceptual borrowings from related disciplines.
The ultimate goal of economic theory should be to develop economic policies that can serve social issues. However, this requires that the theory and the assumptions and hypotheses behind it be situated in the multidimensional real space of economic and social interactions. Only in this way is it possible to assess its relevance and possible implications for the perspectives of societies. In conclusion, there is a need for a holistic approach to political economy in the future, one that recognizes the diversity of interrelated forces at work in society.
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Footnotes
1Ashraf and Galor (2011a) paint a bleak picture of pre-industrial societies, providing statistics that show that despite the emergence of some technological progress, the average per capita income level in these societies remained at the subsistence level.

 

2The origin of GDP has its roots in William Petty (1623–1687), who is considered the first to explore the idea of calculating national income (Lepenies & Gaines. 2016). Simon Kuznets presented the original formulation of GDP in 1937 in his report to the US Congress, National Income 1929–1932 (Kuznets, 1934), as a useful measure in trying to understand the Great Depression and its impact on the economy. His idea was to try to capture all the economic output of individuals, businesses, and the government in a single measure that would be expected to rise in good times and fall in bad times. This made it possible to calculate how many goods the US economy produced and how quickly it recovered after the crisis.

 

3Absolute convergence implies that economies converge to a common steady-state level of potential income, as opposed to conditional convergence, which implies that an economy converges to its own steady state at a particular long-run level.

 

4The paper is concerned with economies in their early stages of growth. The theoretical argument put forward by Kuznets (1955) is that income inequality rises in the early stages of growth, then stabilizes during the transition from an agricultural/pre-industrial to an industrial economy, and falls in the later stages of growth. Thus, income inequality follows the path of an inverted U. This evolution of inequality due to growth and sectoral restructuring is supported by later studies (Ahluwalia, 1976; Robinson, 1976).

 

5Each country is ranked according to the score (between 0 and 1) it receives, based on the individual scores for each of these criteria.

 

6The advantages of the indicator are its people-centered approach, the fact that it gives a more complete picture of how developed a country is, and the simplicity of its composition, which makes it easy to compare between countries. Two countries with the same income are very likely to have different levels of development due to differences in social indicators. On the other hand, the HDI score may mask a lack of social development in a country—for example, a very high per capita income may compensate for a low life expectancy, as is typically the case in the United States (UNDP, 2020). Another drawback is the limited evidence on social development, as there are many social factors that are not taken into account.

 

7The index includes eighty sub-indicators of well-being (OECD, 2011), providing a comprehensive picture of natural, human, economic, and social capital. The criteria used to select the sub-indicators are eleven and relate to (OECD, 2011): household income and wealth, labor market, housing conditions, education and health systems, quality of social support networks, quality of the environment, quality of governance, life satisfaction (level of happiness), crime (homicide and assault rates), and work-life balance. As a result, the BLI is quite complex, but potential problems that arise are those of measurability and comparability.

 

8Landlocked countries are the 44 countries that have no outlet to the sea, i.e., to any of the five oceans and their seas or to any of the four major enclosed seas (Mediterranean, Black Sea, Baltic Sea, and Persian Gulf).

 

9Diamond (1997) argues for the importance of geographical determinants of the agricultural revolution, linking modern prosperity to the emergence of established agriculture, i.e., to deeper geographical advantages developed in prehistoric times. Similarly, Olsson and Hibbs Jr (2005), agreeing with Diamond's (1997) hypotheses, conclude that historical to contemporary variations in economic well-being incorporate the effects of prehistoric productive capabilities associated with differences in geographic location.

 

10In their study, the differences in the performance of countries stem from their ability to industrialize in the late eighteenth and early nineteenth centuries, based on the fact that European colonizers introduced good institutions that increased productivity and encouraged investment in areas where they faced favorable biogeographical conditions, and correspondingly bad institutions in areas where they faced unfavorable biogeographical conditions. A favorable situation meant low income and low levels of development, because it implied a relative ease of imposing institutions. Thus, regions that were considered poor in the 1500 s experienced a reversal of fortune after the Industrial Revolution due to more favorable institutional structures. Geography is thus only an indirect contributor to subsequent development and growth.

 

11In mathematics, ergodicity is a term used to describe a dynamical system that generally exhibits the same behavior averaged over time as it does averaged over space.
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Introduction
Values cannot be observed directly because they involve moral considerations and perceptions of desirability (Deth & Scarbrough, 1995). Social values provide a general framework for human behavior, morally projecting what is right and desirable. In other words, they are abstract standards that define the ideals of individuals and societies. Values such as ideas, beliefs, morals, and customs are key elements of social culture, which define the way of life of a group of people or society as a whole, as manifested in attitudes and behavior. Social systems are made up of cultural elements, and changes in them go hand-in-hand with changes in the cultural background. Thus, beyond their definition as desirable or prescribed means and end of life, the term values capture deeper motivations behind human behavior, thoughts, expectations, and emotions of individuals.1 Values can change and influence prevailing ideas, ideologies, and identities, which in turn change the priorities of human action.
This chapter analyzes and explores issues related to changing values and, consequently, attitudes and behaviors. It begins with a discussion of the shift from materialism to post-materialism, in which societies move beyond economic concerns to social goals related to cultural and identity issues (Section “Change in Values: Post-materialism”). This is followed by a brief history of the concept and a description of the meaning and evolution of political behavior, with particular reference to the influence of values on political culture (Section “Evolution of Political Behavior”). More specifically, political behavior is based on cultural foundations, which include a set of political values that make up what is called political culture. However, political culture is influenced not only by prevailing values, but also by a complex of social and psychological conditions at both the individual and societal levels. On this basis, the chapter also analyzes how the concepts of ideas, ideology, and collective action are shaped and how they decisively influence political behavior and prevailing institutions (Section “Ideas and Personalities: The Driving Forces of Political Behavior”). The analysis is thus extended to include aspects of social psychology, such as social identity theory.

Change in Values: Post-materialism
Shifts of individual values and, by extension, the values that characterize societies are usually a slow and difficult process. However, a change of values to a different worldview from the established one is possible in a person's life. Under general admission, however, since individuals form value systems largely in their youth, a shift in values is usually triggered by generational replacement.2 A typical case in recent decades is the observed shift in the Western world from materialism to post-materialism, which Inglehart (1977) calls the “silent revolution”).
The evolution of values can occur as a result of economic growth and improvements in quality of life. In this context, Maslow (1943, 1954)3 saw a structure of values and needs and described their evolution from those related to physical survival at the basic level of human needs to those related to self-actualization at the higher spiritual and moral levels of motivation. Individuals and societies can be classified based on their dominant beliefs and concerns.
Inglehart's theory of the shift in human behavior toward post-materialism, developed in the 1970s, is an example of a theory that argues for the social and political relevance of a new set of values in society. Inglehart argues that changing economic conditions determine values, the expression of values, forms of political activity, and the axes of conflict in society. As pre-industrial societies evolve into industrial societies, materialistic values become more dominant.4 As industrial societies give way to post-industrial societies, levels of affluence increase, and post-materialist values become dominant. Inglehart's position on post-materialism is based on Maslow's hierarchy of needs, which suggests that material needs must be satisfied before post-materialist needs become important. Once the satisfaction of survival needs can be taken for granted, the focus gradually shifts to nonmaterial, spiritual goods.
The rise of post-materialist values has led to a decline in support for traditional political institutions as the main sites for achieving political goals. Inglehart (1990) argues that post-materialist values—such as self-expression, autonomy, freedom of speech, gender equality, and environmentalism—form the basis of many new social movements, highlighting different value priorities from those that have dominated industrial societies for many decades.
The prevalence of post-materialist values generally implies a diminishing emphasis on all kinds of power (Inglehart, 2007).5 Individuals do not subordinate their personal goals to those of a larger entity, as is the case in conditions of insecurity, where the threat of invasion, internal strife, or economic collapse leads to an anxious search for strong figures of power and protection they can symbolize. In contrast, conditions of prosperity and security favor tolerance to diversity and democracy. These factors argue that Inglehart and Welzel (2005) help explain why rich societies are much more likely to be democratic than poor ones are.
In general, cultural background and social values have been considered fundamental causes of economic growth and development (Bjørnskov, 2012; Guiso et al., 2006; Knack & Keefer, 1997; Spolaore & Wacziarg, 2013). Such perspectives are reinforced by the findings of Zak and Knack (2001), alongside Tabellini’s (2010) analysis of enduring disparities across national economies. However, especially with regard to the economic effects of a shift toward post-materialist attitudes and behaviors, their theoretical assessment does not allow for easy conclusions. On the one hand, it has been argued that the associated change in values and priorities may, at least in the short to medium term, lead to a slowdown in growth6 (Abramson & Inglehart, 1995; Delhey, 2010) through a change in policy objectives, such as a shift toward concern for the environment (Fairbrother, 2013) or the pursuit of social equality (Welzel et al., 2003). On the other hand, however, the emergence of associated values with a positive economic footprint, such as the concepts of independence, autonomy and economic freedom (Delhey, 2010; Inglehart & Welzel, 2005; Wilson, 2005), may allow post-materialism to generate indirect beneficial effects on the economy (Doucouliagos & Ulubasoglu, 2006; Gorodnichenko & Roland, 2017; Jordaan & Dima, 2020; Jordaan et al., 2016).

Evolution of Political Behavior
The development of personal and social values naturally influences behavior, including political behavior. Political behavior can take any individual or collective form of engagement in the political process or in any activity that has political implications, involving the analysis of political ideologies, values, and attitudes as a basis for participation in the political process.7

Of all the behaviors of people in a society, certain patterns of social interaction can be observed and identified as political behavior. Individual and group activities become political when undertaken in relation to the prevailing distribution of values in society (Easton, 1953). The political system thus consists of the institutions, procedures, and interactions through which values are authoritatively allocated within a society. Since Aristotle’s time, the focus has been on the form of government that prevails in society. However, the actual behavior of individuals ultimately shapes the political system.
According to Easton (1953), the dynamic process of political behavior follows a systematic pattern. In the initial stage, it is shaped by inputs in the form of demand, support, and rejection of policies by society, leading to conversions. Conversions involve a policymaking process. As a result, the system produces outputs that relate to the realization of policies, such as legislation and its implementation. Finally, we are led to the stage of positive or negative feedback from members of the political system, the public, or the concerned interest groups. The above dynamic policy input–output analysis takes place in a specific environment where social, economic, political, and cultural forces, both within and outside the particular social structure, influence and are influenced by the political system, which is distinct from them.
Theories of political behavior seek to explain the influences that determine political opinions and actions, ideology, and levels of political participation. In the context of political economy analysis, a key interpretation of political behavior is that it is based on rational choice.8 However, in reality, individuals rarely participate in politics based on calculated self-interest. Therefore, political scientists have proposed psychological and social motives as the motivating factors.9

More specifically, fields such as cognitive and social psychology seek to explain individuals’ political decision-making behavior under conditions of complexity and uncertainty (Ottati & Wyer, 1990). For example, people may politicize because they like it, because ignorance bothers them, or because they feel 'guilty' if they do not. The important conclusion, however, is that political behavior assumes value as an end in itself. It has thus been argued that individuals act politically, not as rational political beings but as members of a social class or group (Lane, 1959). In other words, they tend to vote the way their parents, friends, or colleagues vote.
In the context of political sociology, an individual's social class has been identified as a key factor in shaping political behavior. Voters’ interests are linked to their positions in the social class structure (Bendix & Lipset, 1967). At the same time, individuals often have political preferences that reflect those with whom they come into contact. These interactions depend largely on issues that are influenced by social class (Lazarsfeld et al., 1948/2021), such as one's job position or region of residence, and primarily on the political identity of one's parents, with whom one usually shares the same position in the class structure (Campbell et al., 1960/1980).
Thus, the social context and citizens' social networks are conceptual mechanisms for understanding the impact of social structure on policy (Carmines & Huckfeldt, 1998). The social context can be seen as the social composition of an environment, defined on different bases (school, family, church, nation), and having a number of defining characteristics. Social networks are created as a result of individual choices and are seen as one of the key factors explaining the degree and nature of participation in social movements or other forms of political activity (Lim, 2008).
Of course, the values transmitted by the family and social environment, the influence of the sociopolitical establishment, the intrinsic qualities of the individual's social identity, and the psychological motives for political action all point to the importance of the culture that prevails in the individual and society. Culture, from an evolutionary perspective, can also be defined as “the information (that is), capable of influencing the behavior of individuals, that (individuals) acquire from other members of their species through teaching, imitation, and other forms of social transmission” (Richerson & Boyd, 2005, p. 5). In short, culture is one of the most powerful concepts when considering the formation of political and economic systems.
Political behavior is therefore based on cultural foundations, which include a set of political values. This means that the aggregation of micro-political data, that is, typical political attitudes and behaviors, constitutes what is called “political culture” (Almond & Verba, 1963). It follows that individual political attitudes can explain, at the macro-political level, what culture characterizes a group, society, or nation. Political culture is “the set of attitudes, beliefs, and emotions which give order and meaning to a political process and which provide the underlying assumptions and rules for behavior within the political system” (Pye, 1968, p. 218). In other words, political culture is an element that links individual attitudes to the overall structure of the political system (Almond & Verba, 1963).10

The role of political culture and values, especially political values, explains the different forms of political behavior in society. The basic idea is that a certain type of political culture is most conducive to democracy and its proper functioning (Almond & Verba, 1963). Therefore, there is a connection between political culture and the structure of a democratic regime, as well as its preservation and stability. In this context, Inglehart (1988) argues that political culture dictates political systems, noting a correlation between societies with high secular-rational and self-expressive values and stable democratization.
Political culture can also capture historically defined social or cultural lines that divide citizens within a society into groups with different political interests (Lipset & Rokkan, 1967). These cleavages have led to political conflicts between different social groups. That is, social and cultural cleavages become political cleavages once they are politicized (Hanspeter et al., 1995), and determine the individual political behavior of individuals and the political system of a country.
The cleavage theory (Lipset & Rokkan, 1967) describes the political orientation of societies. The formulation is based on the fact that European nations over the last five centuries have been characterized by a series of social contradictions and divisions that, over time, have developed into political cleavages. From a historical point of view, each of these can be seen as a characteristic of a type of social system. Such important cases are the religious cleavage (state-church) at the time of the formation of the nation-state in Europe and the class cleavage (property–labor or land–industry) after the Industrial Revolution. The religious-secular cleavage is characterized by so-called traditional societies, while the left–right cleavage is the typical divide in modern society after the rise of capitalism.
The left–right cleavage was particularly strong until the fall of the Berlin Wall, which marked the global domination of capitalism. Then, after a period of dominance by center-left political forces in the West, the lack of a political cleavage, combined with the dominance of capitalism, began to favor the center-right. Simultaneously, another form of state and authoritarian capitalism emerged, particularly in China, oil-producing countries, and Russia.
Changes in the economic and cultural backgrounds have a particular impact on the way in which political behavior is motivated. On this basis, Inglehart (1977) argues that the general rise in affluence, particularly among the middle class, has meant that political behavior is no longer primarily motivated by social class. With a new form of cleavage, that between materialism and post-materialism, characterizing post-industrial society, the importance of social class as a motivating factor in political behavior is thought to have diminished (Inglehart, 1977).
In general, if we look at the political behavior of middle-class groups in different dimensions, we see that it is actually difficult to fit the observed patterns of behavior into existing dichotomous classifications such as unitary versus heterogeneous, conservative versus progressive, right versus left, and materialist versus postmaterialist. In any case, a strong middle class is viewed as a social condition for democracy and prosperity. The fact is, however, that the social power of the middle class has declined. This development is also linked to the decline of social democracy and problems of the middle-class liberal democracy, as well as technological change and the reduction of labor share in the value of products.
Another political cleavage that seems to have gained particular prominence in recent decades is that of the winners and losers of globalization (Kriesi et al., 2008). Globalization affects citizens differently within and between states and provokes reactions.11 Due to the increased global circulation of goods and services, a distinction is being made between those in post-industrial sectors who benefit from a globalized economy and the opening of labor markets, and those employed in sectors of the economy that are negatively affected by the influx of cheap labor. While the process of globalization highlights the comparative advantages of countries and increases the productivity of economies, it also generates economic and social imbalances that shape new political attitudes and trends, such as that of deglobalization.
These developments, at least in Western European countries, have been accompanied and shaped by a new cultural cleavage that has emerged since the 1960s and continues to the present day, challenging the old political divide linked to economic conflict. The so-called New Left12 that emerged in this period supports libertarian and ecumenical values, while the populist right-wing reaction of the 1980s embraces traditional values (Rydgren, 2012). This trend is described by the resulting split between authoritarianism and populism versus liberalism and pluralism (Norris & Inglehart, 2019), which gradually replaced the political split between the left and right in Western countries.13

The evolution of political behavior over the last few decades has created the current reality in which a large number of developed economies, over time, have fallen into the political trap of populism. In fact, there are almost five times as many populist leaders and parties in power globally today as there were at the end of the Cold War and three times as many as there were at the turn of the century (Kyle & Meyer, 2020). Global populism remains stable near the post-war level, with cultural populism becoming the most pervasive form. While populism was once a phenomenon confined to developing democracies, it is notable that it is now gaining strength in some of the world's most established democracies.

Ideas and Personalities: The Driving Forces of Political Behavior
The word idea (ιδέα) originally meant appearance, image, and what is seen (Ματακιάς, 2005). In its current meaning, it refers to anything that exists in our minds, by which we name any object of thought (Ματακιάς, 2005). The difference between an idea and a thought is that a thought is a spontaneous raw function of the brain, whereas an idea is the product of the processing of multiple thoughts. Extending this mental schema, an organized collection of ideas is what we call ideology. Ideology, etymologically speaking, refers to the study of ideas. Therefore, a coherent system of ideas is a form of ideology. Ideas take on a structured form through this system and are expressed in recurring patterns through people’s ongoing choices.
Ideology is not about mixed behavior. Rather, it is a logical and relatively coherent view of the world, a representation of human beings, that advances our understanding of reality. That is, it is an interpretation of how the world works, and the motivations and roles of human beings. Its existence certainly does not mean that we see the world in a neutral, objective way but from a perspective determined by our mental background, which we take for granted.
A few areas in the social sciences are closely linked to the study of politics and ideology. The concept of ideology is frequently used in public discourse and social sciences, but is often unclear. In everyday use, the term usually has a negative and political connotation, referring to rigid, false, or partisan ideas of (other) individuals or social groups.14 Ideologies play a crucial role in legitimizing the power of dominant groups. The effectiveness of ideological domination is successfully manifested when dominated groups accept dominant ideologies as either natural or common sense. Ideology has retained its negative connotations over the years, often positioned in opposition to objective knowledge (Eagleton, 1991). At the same time, in contemporary political science, ideology is used modestly in a more neutral, descriptive sense, for example, to refer to political belief systems (Freeden, 1996).
Of the various ways in which the term ideology has been used, it is crucial to describe it as a concept that has the ultimate goal of persuasion (Minar, 1961). At the individual level, ideas, as inputs or outputs of an individual’s personality, guide political behavior. This depends on the extent to which the basic characteristics of an ideology are manifested, namely, its logical consistency, its power over knowledge, and its ability to guide an individual's evaluations and especially action (Mullins, 1972). Ideological theory thus emphasizes the role of the human factor, will, and choice. However, the success of an ideology lies in its dissemination, and ultimately, in the degree to which it is accepted by society.
The history of humanity's great revolutions teaches us that a new ideology is most likely to spread when there is strong dissatisfaction with an old regime (Brinton, 1938). The sequence of its dominance, according to Brinton (1938), begins with the individuals themselves who conceive of the ideas, with the economic problems of societies as the driving force, progresses to the fanatical individuals who embrace them, and ends with the practical individuals of action. As Keynes (1936, p. 384) says, ‘Practical men, who believe themselves to be quite exempt from any intellectual influences, are usually the slaves of some defunct economist. Madmen in authority, who hear voices in the air, are distilling their frenzy from some academic scribbler of a few years back.’ For Keynes, people's ideas, wherever they come from, right, or wrong, are more powerful than is usually understood.
When a political ideology becomes a pervasively dominant component within a form of governance, the phenomenon of ideocracy may occur (Piekalkiewicz & Penn, 1995). Ideocracy refers to the governance of a state based on the principles of a particular (monistic) political ideology.15 According to Piekalkiewicz and Penn (1995), an ideocratic state can be (i) totalitarian, where citizens are forced to follow an ideology, or (ii) populist, where citizens follow voluntarily, in either case, deriving political legitimacy from ideological sources such as nation, race, social class, religion, or culture. Prominent historical cases of the rise and fall of ideocracies in the twentieth century were Fascist Italy, Nazi Germany, and the Soviet Union and its satellite states, while the most typical case in the twenty-first century was North Korea (Backes & Kailitz, 2016).
In the field of economics, the ambition of many schools of thought to be a “rigorous” science, i.e., an autonomous theory governed by laws and distinct from the other social sciences, has made it difficult to use a complex term such as ideology because it is difficult to use as an analytical tool.16 As a result, in core economics, ideology is usually confused with term ‘value judgment’ (Leroux, 2004).17 The inclusion of the term ideology certainly depends on the origin of scientific work. Orthodox economic thought, in contrast to heterodox approaches, tends to ignore the issue of ideology (Samuels, 1977).18 Ideology in economics can also be a useful tool that projects an economist's ideological biases, rather than actual facts, onto desired outcomes (Saint-Paul, 2018).
Economics is a social science, with the production and distribution of income in society at the center of its analysis. Therefore, because of the critical impact of economics on people's lives, ideology has been a subject of interest to economists over time, with the evolution of approaches reflecting the evolution of the discipline of economics as a whole. In the long history of economic thought, some notable ideologies—in the sense of having and accepting a system of economic theoretical ideas—have had a strong influence on policy formation. The most notable cases are related to mercantilism, laissez-faire economics, communism, and Keynesianism.
Neoliberalism, which emerged as an alternative to the apparent failure of Keynesian policies to deal with stagflation in the 1970s, is the most recent case of the dominance of a system of ideas in economics, first through its prevalence in the views of academic and political circles and then in most societies. The effectiveness of neoliberal ideology lies in the strength of its features and its unquestioned acceptance, at least at the policymaking level. The basic concepts that have been formed about the proper functioning of the economy through the proper role of the state and the economic policies it should pursue are products of neoliberal ideology (Plehwe et al., 2019).
For example, austerity policies, which are proposed as a unilateral response to countries' weaknesses in servicing their debt, are still widely accepted, even though practice has shown that, in many cases, they are an inadequate unilateral response to the debt crisis in economies. While the debt problem in many economies is a systemic problem, that is, a result of the integrated global economy and the resulting imbalances, the solution is sought only at the country level. The focus is on the need for governments to reduce public debt without considering the global monetary regime and the unequal distribution of power within it.
This widely shared belief and the emergence of the overriding importance of public debt confirm the hegemony of neoliberalism as the dominant ideology of our time, with austerity capitalism and public spending cuts at its core (Plehwe et al., 2019). The doctrine of austerity has certainly emerged through a mechanism of 'justification,’ where economists and economic studies have been useful, not necessarily in developing economic theory, but in giving some intellectual credibility to the policies that the proponents of neoliberal ideology wanted to pursue. However, the adoption of austerity policies, the biggest policy mistake in the last decade, was not the product of proposals from the academic community but a mixture of political will and media support (Wren-Lewis, 2018).
Leaving aside cases in which different ideas have been imposed by force, the question that arises about a dominant system of ideas is why people continue to act according to what it stands for, even though it may be to their detriment. The answer to this question can be found in the definition of ideology.19 Individuals' decisions to justify the system in question conceal psychological and social motivations, and to interpret such collective behavior, we must turn to social identity theory.
The concept of 'identity' has preoccupied sociological and philosophical intellectuals since the earliest stages of individual development, because it leads to an inevitable but necessary categorization of attitudes, views, and perceptions both of the individual and of the world around him. The identity of each individual, or the collective identity of a society or nation, is the basic framework within which both our existence and actions are interpreted. Essentially, identity corresponds to our perception of ourselves as a congruent set of actions and ideologies.
Social identity theory, developed in the 1970s, considers social identity as a tool for explaining motivations for social group membership (Turner & Reynolds, 2010). The focus of the analysis is on both the phenomenon of ingroup behavior, the behavior of the individual toward the social group with which he or she psychologically identifies as a member, and outgroup behavior, the behavior toward a social group with which the individual does not identify. Social identity theory is not a theory of social categorization (Turner & Reynolds, 2010), but rather an attempt to predict certain intergroup behaviors based on perceived differences in a group's social status, the perceived legitimacy and stability of those differences, and the possibility of mobility from one group to another (Tajfel & Turner, 1979).
According to social psychology and social identity theory, individuals engage in intergroup conflict; that is, conflict with people from other groups (outgroups) when the identity of their social group (ingroup) is threatened. Thus, individuals tend to justify behaviors such as stereotyping and discrimination against outgroups to maintain a positive image of their group. On the other hand, individuals who display outgroup favoritism, that is, favoring values outside the group with which they identify, are willing to move to groups of a different social status (Jost & Hunyady, 2002). Social identity theory proposes that individuals can change their behavior if they can modify their self-identity or a part of their self-perception that derives from knowledge and emotional attachment to the group.
Behind the decisions of individuals to ‘justify’ the system in question lie psychological and social motives. Sociopsychological theories have attempted to explain intergroup behavior, usually focusing on people's tendencies to have positive attitudes toward themselves (ego-justification) and the groups to which they belong (group justification). These theories attempt to show how people are driven to behave in ways that allow them to maintain high self-esteem and a positive image of their group (Jost & Hunyady, 2002). However, these approaches lack an interpretation in terms of the popular cases of outgroup favoritism, which may be due to explaining why some people, rather than the fact that they may be against their interests to legitimize the dominant social systems.
The additional, widespread phenomenon of outgroup favoritism has thus been addressed by system justification theory based on social identity theory (Jost & Banaji, 1994; Jost et al., 2004). According to this theory, beliefs that justify a dominant system serve a psychologically redemptive function. Specifically, people have many underlying needs that can be satisfied by defending and justifying the dominant order, even when it is not in the best interest of the group or themselves. Complex needs—cognitive, existential, and addictive—manifest as ideological support for the dominant structure of social, economic, and political norms, and are satisfied by the overriding psychological function.
The need for order and stability, and therefore, resistance to change and aversion to alternatives, can motivate individuals to see the status quo as good, legitimate, or even desirable. In sum, system justification theory explains: (i) that people may defend the established order even if, in the long run, it harms the individual or the group to which they belong, (ii) that alternatives tend to be devalued, and (iii) that social inequality tends to be perpetuated (Jost et al., 2004).
Such perceptions are based on the culture of the groups and the ways it is transmitted. Cultural change is usually viewed as a top-down process (Reeves, 2018). Elites set and shape the cultural environment, with the majority tending to follow it later, through three mechanisms of influence: regulation, persuasion, and imitation. According to Reeves (2018), this is not necessarily negative, especially in cooperative social environments, as many positive social norms and values are adopted by wider social strata, often introduced by upper social classes.20 Culture, on the other hand, is a valuable tool for influencing political behavior (Shi, 2014); if it is assumed that it can be ‘controlled' by certain social groups, it offers the possibility of manipulating the masses and serving specific interests.
The relationship between social identity and ideology can also be seen in terms of ‘identity politics.’21 Social identity is directly linked to forms of social oppression that lead to respective manifestations of ideologies. However, while these generalized positions defend and promote the rights of oppressed social groups, they do not offer a structured critique of the political economy of capitalism. This position is based on the fundamental principle of divide-and-rule strategy. This means that the separate social organization into groups undermines the development of an overall movement, hindering the creation of a common political agenda (Tarrow, 1998). Thus, it has been argued that identity politics and multiculturalism have flourished in the neoliberal era, precisely because these movements pose no threat to the neoliberal system of ideas (Gerstle, 2022). As a result, the ideological space for questioning the new form of capitalism shrunk with the fall of real socialism, forcing the left to redefine its radicalism in alternative terms, while enabling the development of the neoliberal domination.
Therefore, the adoption of a new system of ideas requires the willingness to shift values accordingly. Above all, this requires the existence of a new structured, competitive, and powerful system of ideas. This requires several stages before it can be established, but first and foremost, it requires the production of new ideas. However, new ideas are rare or difficult to identify (Bloom et al., 2020). Furthermore, even when better ideas are available, their implementation may encounter obstacles inherent in the system of representative democracy (Reeves, 2017). Thus, ideas should be considered through their coexistence with interests that are created within the society (Mukand & Rodrik, 2018). In theory, it can be argued that politics is the art of interest conflation, where all interests are placed on a political scale that determines the final decision, but in practice, it does not always tilt toward greater social interest.
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Footnotes
1Milton Rokeach (1973) defined social values by attributing certain characteristics to them. Social values, as beliefs, refer to perceptions, preferences, and norms that refer to desirable ways of behaving or established ways of living and being (i.e., the means of human life), on the one hand, and to desirable end states of existence and social ideals (i.e., the ends of human life), on the other. Examples of the means of life may include values such as honesty and hard work, while the ends of life may include values such as health, peace, reputation and prestige, or wealth.

 

2In psychology, the main mechanism of value change at a societal level is considered to be generational replacement. New generations are a constant source of new ideas and beliefs that shape the dominant culture, as the values of older generations pass on with them. Of course, values can also change more drastically in response to major socio-historical events, such as the uncertainty of a deep recession or the traumas left by the experience of war.

 

3Maslow first introduced the concept of a hierarchy of human needs in his 1943 study “A Theory of Human Motivation” and later in his 1954 book “Motivation and Personality.” This hierarchy suggests that people are primarily motivated to satisfy basic needs before moving on to satisfy more complex needs. This hierarchy is often illustrated in the form of a pyramid. At the bottom are physical/biological needs, with safety needs at the top and, as the individual moves up, psychological needs, i.e., social needs or the need for social acceptance and self-esteem. At the top are the self-actualization needs, which lead to personal development and a strong interest in fulfilling one's potential and abilities.

 

4Materialist values express the need for personal and economic security, social stability, and respect for the law. Post-materialist values, on the other hand, refer to the need for the development of personal relationships, creativity, self-actualization, concern for the environment, and political freedom and participation. According to Inglehart, there has therefore been a trend for decades in advanced Western societies towards a shift from materialistic to post-materialistic values.

 

5For example, Inglehart (1990) argues that the emergence of the welfare state mitigated the inequalities of laissez-faire capitalism, but its subsequent development showed signs of diminishing returns, as there was virtually no room for further expansion. Thus, post-materialists see big government as inherently dangerous because, like any large, hierarchical, bureaucratic organization, it tends to interfere with individual autonomy and expression (Inglehart, 1990, p. 302).

 

6Of course, the slowdown in economic growth should not be seen as an overall adverse effect, as it does not necessarily mean that the quality of life is reduced.

 

7This broad definition includes both legal forms of political participation, such as voting, activism or social movements, and non-legal political activities, such as a coup or acts of terrorism. While formal participation aims to ensure the stability of the political order or to limit social conflict within the existing political system, political opposition that is not channeled through existing political structures is likely not only to seek policy changes but also to challenge the existing political order.

 

8For example, party choice may be based on a cost–benefit analysis of the voter, the cost of participation (voting), and the benefit of the possibility that an individual voter may play a decisive role in the outcome of an election. However, as this probability is close to zero, Downs (1957) argues that rational abstention is a perfectly reasonable response. According to Downs' (1957) theorem of rational abstention, an individual can reduce the cost of information by seeking out sources of information that are biased towards his or her own political preferences. Here, the agenda-setting role of the media over time is crucial (Erbring et al., 1980). The same reasoning can, of course, be applied to the analysis of other political activities. For example, the costs of being informed about political issues or the costs of political protest are usually higher than the costs of participating in the electoral process, but the benefits to the average citizen are equally small. Thus, under the rational hypothesis, the optimal choice of political behavior for the individual is inaction, apathy, and abstention.

 

9This shift in the study of political behavior is largely due to the work of Herbert Simon (1956, 1957).

 

10Political culture is a condition for the stability and good functioning of a political system, and is derived from something that characterizes individuals, namely political attitudes. The causal effect can, of course, be reversed. Political culture, as an aspect of cultural background, can be deliberately created by political leaders to guide groups of people (de Jong, 2009). There are many examples where leaders, in an attempt to lead their country to economic growth, have implemented development programs based on the values of other countries or religions (see the case of Malaysia in the 1980s and 1990s). Thus, cultural background can be used to promote the goals of political leadership.

 

11Typically, social imbalances are exacerbated by increasing pressures on the lower and middle classes as a result of successive crises and income redistribution caused by globalization in the United States and the European Union in recent decades. Social anger at the political elite, economic discontent, and fear of rapid social change have fueled political unrest in many parts of the world. Leaders, parties, and movements on both the right and the left of the political spectrum have in many cases challenged the basic rules and institutions of liberal democracy. Given the current characteristics of the global economy and the phase of the long business cycle in which the world economy finds itself, these political trends are becoming more attractive.

 

12The New Left was a broad political movement that developed primarily in the 1960s and 1970s, consisting of activists in the Western world who campaigned on a wide range of social issues, including civil rights, environmentalism, feminism, and gay rights.

 

13The first pole includes social conservatives and members of the working class who tend to vote for right-wing parties. Authoritarian populists hold their leadership in high esteem and share the view that elites are untrustworthy. In terms of political values, this split emphasizes conformity, nationalism, and security. Liberal pluralists, on the other hand, may also be working class but have liberal core values. Unlike authoritarian populists, liberal pluralists tend to be pro-immigration and pro-diversity, supporting marginalized groups and minority rights.

 

14This attribution has a long tradition going back to Karl Marx and Friedrich Engels, who identified ideology with a system of lies deliberately propagated by the ruling class as an instrument of self-perpetuation (Rejai, 1991). In this analytical framework, in the era of the feudal mode of production, religious ideology was the most prominent aspect of social life, while in capitalist formations ideologies such as liberalism or social democracy dominated. The role of ideology, according to this thesis, is important because it justifies the structure of a society and creates political confusion among its alienated groups through false consciousness.

 

15Ideas and schools of thought are favored or rejected over others, depending on their compatibility or usefulness to the dominant social order. Ideology is exploited in this political environment in a wide variety of ways that are not limited to politics, and history shows the dangerous implications that it can have.

 

16This is described by Mannheim's paradox (1929/1936), i.e., the contradiction that science produces a scientific dialogue about an ideology that is not itself ideological. Methodologically, the existence of universal laws is incompatible with the existence of ideologies. The validity of the law of gravity, for example, is not based on subjective ideas, nor does it have moral convictions and political implications.

 

17According to Carl Menger (1840–1921)—founder of the Austrian School of Economics and a major influence on neoclassical thought—‘pure science’ must always be free of value judgments, because the so-called moral orientation of political economy is a vague assumption without deeper meaning (Menger, 1883/1985). The idea of moral orientation is at best a confusion of ideas or a failure of perception. Otherwise, it is wishful thinking on the part of economists, partly a relic of outmoded philosophy or even a sad prop of scientific inadequacy. This position promotes the famous ‘neutrality of economics’.

 

18Of course, in reality, ideology is present in economics and economic policy, a fact that was characteristically manifested by the competing positions expressed under different ideological backgrounds after the financial crisis of 2008. On the one hand, Keynesian ideas were revived to deal with the effects of the crisis, and on the other hand, ideological distrust of government intervention led to support for “orthodox” austerity policies over alternative, more fruitful fiscal policy proposals.

 

19Among the alternative definitions offered by Eagleton (1991), ideology can be defined as a set of ideas that are characteristic of a particular social group or class. At the same time, it can be described as the process of producing meanings, signals, and values in social life (Eagleton, 1991).

 

20A typical example is the emergence of a new perception of the smoking culture through the widespread dissemination of its negative impact on people's health.

 

21Identity politics is a political approach in which individuals of a particular race, ethnicity, religion, gender, sexual orientation, social background, social class, or other defining factors develop political agendas based on these identities (Bernstein, 2005).
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Introduction
Political and economic aspects are inextricably linked in the modern society. Although economic theory is often formulated outside the realm of politics, economic issues are inherently political, either in their nature or their effects. Certainly, the relationship between economic and political systems is characterized by a two-way, multi-level influence. In this scheme, cultural background is central because it has a catalytic effect on the formation of both economic and political institutions.
Any in-depth economic analysis and any attempt to explore the future should therefore focus on political economy and the simultaneous study of economic and political phenomena, including markets, institutions, political structures, and social attitudes and behaviors.
Understanding the interaction between politics and economics involves several theoretical and methodological issues that determine economic performance. Over the past century, the relationship between economics and politics has radically changed, at least in terms of methodological approaches. Whereas initially, the two systems were analyzed separately, today, political behavior is considered within the same conceptual framework as economic production and consumption decisions.
In any case, it should be borne in mind that all the issues considered in this chapter form a sociopolitical web that leads to complex interactions and outcomes. Therefore, these concepts should be understood as a single system and not as incompatible conditions.
The aim of this chapter is therefore to first highlight the relationship between the political orientation of a society and economic theory (Section “Politics and Economic Theory”), before going on to analyze the relationship between the exercise of politics and political representation (Section “Politics and Representation”), and to compare two incompatible political spheres, liberal democracy, and populism (Section “Liberal Democracy and Populism”). The analysis then turns to the relationship between the form of the political system and economic development (Section “Political System and Economic Development”) and the role of interest groups in the effectiveness of the economic and political system (Section “Elites and Pressure Groups”). The chapter concludes with an examination of the potential of strategic foresight in policymaking (Section “Policy and Strategic Foresight”).

Politics and Economic Theory
Economics is the study of the functioning of the economic system, that is, the behavior of its constituent parts, the relationships that develop within the economic system, and the relationships between them, and the results were obtained. Politics is the theory and practice of influencing people through the organization and exercise of power. In theory, economics can be apolitical. Ideally, an economist should ignore any political process or ideological bias in order to produce a neutral, unbiased economic analysis and recommendations. Elected politicians can then weigh this information and decide accordingly to make the best decision.
However, reality is more complex, as there are strong links between economy and politics. Economic performance is often the result of political action and structure. Moreover, many economic issues are political in nature, depending directly or indirectly on the nature or quality of the political system, and can be viewed in light of political and ideological beliefs. The organization, functions, and limits of the state in relation to the economic system are a typical and long-standing example of this.
In the context of contemporary liberal capitalist societies, political and economic systems are inextricably linked through the interaction of political power and processes, markets, institutions, and social groups (Scott, 2009). In theory, the liberal state plays a limited role in the functioning of an economic system. In practice, however, governments and legislatures (liberal and non-liberal) systematically influence economic activity through a wide range of policy instruments, from taxation and public spending to all types of regulations. In addition, the system of government, the organization of the state, electoral law, the party system, and the distribution of political influence are crucial factors in the formation and development of the economic system. At the same time, economic activity influences the popularity of the government and, hence, the likelihood of its re-election. Therefore, there is a two-way relationship between the economy and politics, with economic activity influencing political decisions and political decisions influencing the state of the economy (Frey, 2011).
In general, the type of political system and development of institutions have fundamental implications for people’s freedom and well-being (Acemoglu & Robinson, 2012; Besley & Persson, 2011). The distribution of political power, and thus the ability to shape institutions, is broadly determined by the following spheres of influence (Petrakis, 2020): (i) social and economic actors (interest groups), (ii) the existing level and distribution of technology, and (iii) the accumulation and distribution of income and wealth. In other words, the form of the society, and by extension, the economy, is of particular importance for the quality of the institutions to be built.
For this reason, the performance of economies has been studied through the lens of the impact of institutions (Easterly & Levine, 2003; Eicher et al., 2009; Glaeser et al., 2004; Hall & Jones, 1999; Rodrik et al., 2004). Politicians prevail over economic institutions in terms of significance and impact on citizens’ lives. According to Acemoglu et al. (2005), political institutions “set the stage” for designing economic institutions. By contrast, in countries with weak political institutions, economic institutions are considered to have a decisive impact on growth (Flachaire et al., 2014).
The imprint of cultural background can be found in both economic and political institutions, as these two concepts are closely related. First, cultural background influences the quality and function of political institutions. Next, political institutions shape economic institutions, a process that, in turn, creates behavioral patterns and motivates individuals to act. Finally, prevailing economic institutions determine the distribution of wealth and extent of economic growth. Apart from this indirect process, of course, the individual elements of economic institutions are also directly influenced by cultural backgrounds. However, the ongoing dynamic development of societies is not a linear unidirectional process. On the one hand, cultural background influences the formation of political institutions and the policies pursued; on the other hand, the political field can influence the formation of culture in a society.1,2


Politics and Representation
Political representation is the manifestation of citizens’ participation in public policymaking processes in a representative democracy. This position is consistent with Hanna Pitkin’s (1967) simple, straightforward definition that ‘in political representation everyone is made present.’ Civic representation occurs when political actors speak, hold views, and act on behalf of others in a political arena. In short, political representation is a form of political advocacy. This definition is consistent with a number of views on what political representation means (Przeworski et al., 1999). Political representation can mean political action in accordance with the expressed wishes of citizens, but it can also mean political action in accordance with what representatives themselves believe to be in the best interests of citizens.
Pitkin (1967) identified four different types of political representation: (i) formal, (ii) symbolic, (iii) descriptive, and (iv) substantive. Each of these alternative uses of the term provides a different perspective of the concept. Formal representation has two dimensions: (a) the form of authorization, that is, the means by which a political representative acquires his or her position, status, or office; and (b) the degree of accountability, which concerns the issue of the representative’s responsiveness to the electorate and the ability of the electorate to ‘punish’ their representative for failing to act in accordance with their wishes. The concept of symbolic representation identifies the ways in which a representative performs his or her duties. Furthermore, descriptive representation concerns the extent to which a representative resembles those he or she represents, whereas substantive representation refers to the activity of representatives as agents and surrogates of voters in political life; that is, it concerns all actions taken on behalf of and in the interests of the latter.
In an ideal representative democracy, representatives are fully responsive to citizens’ preferences (Powell, 2004). Democracy is thus ensured by the unity of society and government. However, in today’s complex social systems, problems of representation are characterized by skepticism about whether those who represent citizens effectively represent and promote the collectivity of those who voted for them. This highlights the gap between the will of the electorate and the political action of the representatives. This gap changes in its form and intensity, but it remains an inherent part of the dual nature of representative democracy: democratic in the sense that governments emerge from free elections and oligarchic in the sense that there is an unbridgeable distance between the elected authority and the society it represents (Hofstede, 1980; Manin, 1997).
The gap between the mandate of the represented and the political actions of representatives gives rise to what is known as a crisis of representation.3 Crises in political representation are certainly not entirely new to democratic systems (Mair, 2013). Over time, representative democracy has been challenged by the emergence of a series of factors. However, pressure on representative democracy is now intensifying due to powerful forces of diversification (such as globalization, transnational institutions, and the formation of transnational economies, or financial crises and subsequent debt crises), which create new levels and forms of governance, affect power relations, and limit the ability of nation-states to intervene in economic and social development.
The quality of modern representative democracy—that is, the degree of representativeness and the effectiveness of the political action of representatives—is determined by the existence and strength of the democratic constitution, but it is also determined by destabilizing exogenous forces. In shaping these conditions, the quality of institutions, regardless of their form, and the culture in which individuals, groups of individuals, and societies express themselves, play an important role.

Liberal Democracy and Populism
Liberal democracy is a political ideology and form of government in which representative democracy operates according to the principles of classical liberalism. Its main characteristics, whatever constitutional form it may take, are the existence of free elections, the separation of powers, the rule of law, a market economy with respect to property rights, the protection of human rights and civil liberties for all.
The adoption of a constitution defines the political system of liberal democracy and limits the government’s power. Any liberal society tends to be characterized by tolerance and pluralism of political views, allowing coexistence and competition for political power on a democratic basis. Liberal democracy can, therefore, be succinctly defined as a political system that allows civil liberties and democratic power (Bollen, 1993).
Liberal democracies have faced multiple external challenges over time, including authoritarian political systems, theocratic regimes, and the economic achievements of state capitalism, most notably the success of the socialist market economy in China in recent decades. On the other hand, the internal challenge comes from emerging populist trends that seek to distance the values of democracy from the spirit of liberalism (Galston, 2018). According to the populist doctrine, liberal policies undermine democracy and harm people; therefore, liberal institutions should be set aside.
Populism is a social phenomenon with basic characteristics of dichotomous simplistic distinctions between what is considered socially good and bad, contempt for institutions, and the existence of leaders who are considered infallible (Ματακιάς, 2005). Sometimes, the simplification of the governance process based on the concepts of morality and ideology necessitates the need for a strong leader (Guriev & Papaioannou, 2022).
At the heart of populism is the idea that the ‘real people’ are affected by an economic, political, or racial elite that is some kind of secret or known enemy (Berlin, 1968). Populist politics are driven by the common identity and homogeneity of the people fighting the elite. Therefore, populism can be succinctly defined as a political stance that emphasizes the idea of pure people against corrupt elites (Mudde & Kaltwasser, 2017). In other words, society is divided into two competing groups, and politics expresses the general will of people.
Consequently, populism is also against pluralism (Muller, 2016), as it leaves no room for diversity of opinion and the protection of minorities. Populists claim that they, and they alone, represent people. The key to understanding populism is that the concept of “the people” does not necessarily encompass the entire social structure, excluding the “enemy,” which can be identified in various ways (e.g., elites, minorities, press).
By definition, populism is incompatible with liberal democracies. It does not reject democratic values in general while selectively supporting popular sovereignty and the principle of majority rule. Eichengreen (2018) also added the element of absolutism as a characteristic of populism, as the phenomenon goes hand in hand with the loosening of executive control, attacks on minorities, and a generally violent environment. The slide of populist politicians into authoritarian practices stems from the perception that there is little, if any, need for parliaments, independent authorities, and independent media, as these institutions serve the elites in the way they function and prevent the direct rule of the people.4

Populism has a long history, and research has shown that it tends to reappear in countries with a similar past. Moreover, it has high economic costs, as it causes a decline in consumption and production in the long run, and is politically subversive, fostering instability and institutional decline (Schularick et al., 2021). It is a fact that after the global economic recession of 2008, populist tendencies have gradually spread at a faster pace in the political sphere. The prolonged impact of the crisis and austerity policies led to the rise of populist movements on both the left and right sides of the political spectrum5 in the Western world (Guriev & Papaioannou, 2022), creating a powerful pole against globalization, free trade, labor migration, and transnational governments, a trend that culminated in Brexit in the UK (Roubini, 2016).6

More generally, the crisis of democratic capitalism is seen as rooted in the economic malaise caused by the rupture of the link between capitalism and liberal democracy (Wolf, 2023). The collapse of the fair distribution of prosperity is linked to the crisis of democracy, with the structural weaknesses of the form of democracy in the West over the last five decades being responsible for the development of policies that have overlooked the lower and working classes, and supported violent globalization and market deregulation in the name of promoting the general interest.
In fact, free-market fundamentalism and globalization have not led to the promised equal distribution of the fruits of technological progress, but to the domination of capital over labor, new inequalities, and the empowerment of multinational corporations that have not generated tax revenues or new jobs in the countries where they operate. Social costs have generally been borne by those at the bottom of society who have enjoyed only a small share of the benefits of economic growth. In particular, low-skilled workers in industrialized countries have seen their (real) incomes stagnate or even fall in recent decades, while the rich became richer, often under the prominent dogmas of the correctness of economic theory and the subsequent policies that were implemented. As a result, leaders around the world, citing the weaknesses of liberal democracy and failures of the economic system, have appealed to patriotic sentiments and supported protectionist and pro-people economic policies, promoting populism and nationalism.
However, the sharp rise in the populist phenomenon points to deeper causes. Specifically, austerity policies and recent social transformations have highlighted the insecurity and changing values prevalent in societies, changing the previously strong (social and economic) positions of certain social groups that are the source of the populist wave (Norris & Inglehart, 2019).
Margalit (2019) argues that the rise of populism does not reflect concerns of an economic nature but of a cultural one, as the concerns of Western voters do not seem to stem from fears of a loss of economic prosperity. Similarly, Bardhan (2022) argues that the problem should be understood in terms of insecurity, rather than the economic inequality created by capitalism. Economic and social anxiety is generated by materialist concerns about job loss, falling incomes, and impoverishment. However, it is also the anxieties generated by changes that threaten social hierarchies, with anti-democratic attitudes around the world largely fueled by cultural elements.
Thus, it can be said that structural, long-term social changes create a sense among individuals that their social position is increasingly eroded. This led to the rise of conservative values and populist nostalgia for a return to a time when traditional values, cultural homogeneity, and a strong national identity prevailed. This observed trend (cultural reaction hypothesis) and insecurity resulting from technological and economic transformations and labor market restructuring (insecurity hypothesis) can identify and explain authoritarian populist values and votes (Norris & Inglehart, 2019).7

The fact is that the twenty-first century has already been marked by recessions, upheavals, and the disintegration of democratic institutions. There is evidence (Freedom House, 2022) that for most of the twenty-first century, there has been a devaluation of the democratic acquis and a proliferation of authoritarian practices, a trend that continues today, as less than 50% of the world’s population now appears to live in democracies (Economist Intelligence Unit, 2022). At the global level, we are therefore experiencing a so-called democratic recession (Diamond, 2015).
Wolf (2023) identifies the problems of dedemocratization as the disengagement of citizens from democratic processes, cultivated by the political right—since citizens are treated as consumer beings—and, simultaneously, the unrestrained support by the political left for the influx of migrants, which has led to cultural restructuring within social frameworks and, as a result, changes in political behavior. At the same time, it highlights the argument that the perception fostered by a meritocratic liberal democratic system—that low incomes, economic hardship, and social marginalization are due to the individuals’ own failures—favors the rejection of democratic institutions.
What is generally recognized as the root cause of the problem, however, is not that people have a deficit of democratic principles, but that democratic institutions as a whole have failed, leading citizens to make authoritarian political choices and to despise institutions and political representatives in liberal democracies (Bardhan, 2022; Wolf, 2023). In other words, the rise of populism and authoritarianism is the result of a democratic decline, and not the cause.
Since political populism is always dangerous to the public interest, it may be strategically useful, or even systemically justified, to examine the conditions under which populist economic proposals can benefit a society—to prevent the rise of political populism—when the interests of the many are no longer served by liberal economic policies (Rodrik, 2018b).
In terms of some countermeasures, it is argued that modern societies need to reverse the trend toward dedemocratization by creating equal opportunities, investing in better jobs, redistributing wealth more equitably, and strengthening social protection and welfare state networks (Bardhan, 2022; Wolf, 2023). Bardhan’s (2022) main thesis for tackling economic insecurity and thereby strengthening democratic institutions is the introduction of a guaranteed minimum income for all citizens.
However, according to Acemoglu (2023), this does not address the lack of a democratic sense and participation and paints a pessimistic picture of a future in which a significant number of people will be unable to contribute socially due to technological developments. For him, the most important thing is to regulate technology in such a way that it serves not only a section of capital, but also workers, increasing their productivity and protecting their jobs. Above all, however, a key precondition for overcoming the crisis of democratic capitalism is the existence of citizens’ trust in institutions and strong social cohesion and cooperation, the current lack of which is a major obstacle to the implementation of targeted policy proposals and institutional adjustment (Acemoglu, 2023).
In any case, history teaches us that if populist tendencies are not managed wisely and astutely, their claim to exclusive moral representation is very likely to gain power, which may even lead to the creation of authoritarian regimes. Existing parallel trends observed, such as rising inequality within countries (UNDESA, 2020), declining trust in democratic institutions (Mounk, 2018), or political polarization (Callander & Carbajal, 2022), are in fact favorable conditions for the emergence of populism over time.

Political System and Economic Development
The relationship between economic development and the development of political systems is a topic that has attracted considerable research interest and produced a wealth of empirical work since the 1990s. Lipset’s (1959) early study documents the strong, positive correlation between socioeconomic development and political democratization. Central to his work is the idea that growth and income growth are prerequisites for democracy (modernization theory). A number of later studies demonstrate the positive and reciprocal relationship between development and growth and democracy and the presence of democratic institutions (see, e.g., Barro, 1999; Papaioannou & Siourounis, 2008; Rodrik, 2000; Spaiser et al., 2014; Vollmer & Ziegler, 2009; Wucherpfennig & Deutsch, 2009).
Acemoglu et al. (2014) argue that a non-democratic country that democratizes will achieve approximately 20% higher GDP per capita over the next three decades. From the opposite approach, however, the balances are not a given, as the stability of the democratic constitution also depends on the levels of development (Przeworski, 2005). The historical sequence of democratization is relevant to economic development. The so-called premature democratization of institutionally and economically weak states raises issues such as corruption and clientelism, which are obstacles to development (Gjerløw et al., 2018).
At the same time, many express reservations about the ability of democracy to promote growth (Przeworski & Limongi, 1993). Studies that explicitly focus on the role of democracy, holding several growth-enhancing variables constant, find a weak but negative effect of democracy on growth (Barro, 1996; Helliwell, 1994). Tavares and Wacziarg (2001) find that the overall effect of democracy on growth is slightly negative, confirming the results of previous studies, while Acemoglu et al. (2014) also find a negative relationship between democracy and growth in less-developed countries.
It is often argued (Glaeser et al., 2004) that growth in poor countries is due to authoritarian leaders’ policies. Jones and Olken (2005) found strong evidence that the role of leaders is important for growth, with results suggesting that their effect is stronger in authoritarian environments where there are fewer constraints on power. The experience of economic development in Latin American and Far Eastern countries has also highlighted the concept of the ‘autonomous state,’—the state that is able to pursue development policies insulated from pressures such as big business and trade unions—as a favorable condition for growth (Przeworski & Limongi, 1993).
However, state autonomy is only possible under authoritarian regimes, which can manage the economy more efficiently because they do not face distributive pressures from the electorate (Haggard, 1990). It has also been argued that generally positive features of democracy, such as political dialogue and democratic contestation, can lead to delays in the implementation of growth-enhancing policies (Knutsen, 2010). By contrast, autocracies are not politically challenged and are free to implement growth-enhancing policies.
It is noteworthy that most of the fastest as well as the slowest growth experiences during the post-war period occurred under authoritarian regimes. However, no long-lived autocratic system prospers, in contrast to every long-lived democracy (Seim & Parente, 2013). This observation confirms Acemoglu’s (2008) argument that while growth is possible in authoritarian regimes, it cannot be sustained for long, as these political systems tend to become increasingly authoritarian, with the subsequent increase in instability and uncertainty acting as barriers to sustained growth. In contrast, democracies are characterized by stability and ‘predictability’ in growth, as well as from general development outcomes, while authoritarian systems—which are more likely to experience systemic crises—fluctuate widely between dizzying economic growth for a few years and drastic economic decline over long periods (Knutsen, 2018).
More generally, there is no convincing argument that authoritarian governance and the suppression of rights and civil liberties can actually be beneficial for economic growth (Barro, 1997; Przeworski, 1995). In contrast, some types of authoritarian regimes that partially mimic the institutional structure of democracies, based on a broader coalition and stable succession mechanism, appear to exhibit disproportionately high levels of economic performance relative to other regimes (Faust, 2007). At the same time, however, it should be noted that there is no consensus in the literature on the exact nature of the relationship between growth and democracy (Ghardallou & Sridi, 2020; Sirowy & Inkeles, 1991). The results of empirical studies are contradictory, showing a positive, negative, or no correlation, while the theory itself is unclear. In conclusion, as Sen (1999) notes, although democracy should be seen as a universal value, an examination of all comparative studies shows that there is no clear relationship between economic growth and democracy.

Elites and Pressure Groups
The term elite refers to a small group of powerful people who have a disproportionate amount of wealth, political power, privilege, or skills concentrated in a group they form. They are members of society who are directly or indirectly involved in economic policymaking, have a significant influence on government decisions, usually hold powerful positions in companies and organizations, are closely linked to decision-making centers (such as think tanks or policy discussion groups), and have a high level of political influence).
The power of the elite is independent of the state's democratic electoral process. The formation of an elite involves powerful clusters of government, industry, and finance whose senior members overlap and move from one sector to another, increasing their power and consolidating their authority. The process of elite reproduction is based on the acquisition of educational and cultural capital (Bourdieu & Passeron, 1977). Members of some elites often come from a common educational and social background and accept the importance of the position of other members in society, sharing common values, thoughts, and codes of behavior (Mills, 1956). Thus, from a sociological perspective, the elite is a well-regulated social entity in which a common cultural and educational background plays a crucial role in the creation and maintenance of the group.
Pressure groups, on the other hand, refer to any large or small social group whose members share a common characteristic and interest in exerting pressure on centers of power. A pressure group can be defined as any association, organization, or group of individuals that seeks to influence public policy and political decisions at a local, national, or even international level through a variety of methods, and that seeks to curry favor with governmental or legislative bodies in order to defend and promote its own particular interests or the interests of the wider public it represents. These groups can range from economic organizations such as trade unions, confederations, professional and business associations, environmental or humanitarian organizations, ethnic and racial groups, or even religious minorities. Although a pressure group may have its own political character, it is not a social entity that seeks political power directly. However, pressure groups play an important indirect role in society’s political life.
A common feature of both elites and pressure groups is therefore the attempt to influence the state apparatus of power to achieve their own goals. These two groups can be described as interest groups, a set of social groups that structure any society, at any level of economic development, and under any form of government. However, they differ in that an elite is usually composed of a smaller number of members than pressure groups, and the members of the elite are usually closer to those in power, making their interests more accessible. The wide range of economic and social capital that distinguishes an elite gives its members strong access to economic and political decision-making, allowing them to move more easily toward achieving desired outcomes.
Interest groups can generally influence policy outcomes through three channels: first, through the direct exertion of pressure on policymakers (Hansen, 1991), which also involves a form of structural power (Lindblom, 1977), as the economic decisions of large corporations, such as critical investment decisions, have a strong influence on public policy; second, through the selection of decision-makers (Fordham & McKeown, 2003), for example, by funding election campaigns; and third, indirectly through participation in external lobbies (Kollman, 1998), which aims to influence public opinion through campaigns and similar actions.
Interest groups can have a particular and significant impact on the political sphere and, by extension, on the economy, which is not necessarily negative. It has been argued that interest groups are formed to meet the needs of society that are not being met by established institutions, thereby translating social power into political power, which is equated with legislative action (Zeigler & Huelshoff, 1980). Bringing together and representing the interests of groups in a way that an individual would not be able to do can help inform and educate stakeholders and facilitate governments by providing policymakers with the information necessary to enact ameliorative legislation. Despite the popular association of the pursuit of influence with corruption and economic inefficiency, individuals representing interest groups are seen as channels of information that can contribute to the smooth functioning of democratic governance by providing expertise to government officials and informing their principals about government practices (OECD, 2012).
However, the central point in the analysis of the impact of interest groups is based on Olson’s (1982) theory that these groups’ actions are detrimental to the economy. Olson (1965, 1982) argues that just as individuals individually have no incentive to contribute to the welfare of the sub-group to which they belong (the free-rider problem),8 so an interest group acts accordingly in relation to the broader whole, namely society. Although economic efficiency and growth are common interests of all groups in society, each relatively small interest group prefers to disproportionately increase its own share of the economic pie, even at the expense of overall social welfare. Since each group is insignificant in size relative to the economy as a whole, the overall benefits are small, and the overall costs are large.
Olson’s (1982) theory represents an early contribution to the new institutional approach to growth, based on this thesis, which later supported empirically (Coates et al., 2007) that political and institutional stability contributes to an increase in the number of interest groups in a society.9 According to Olson (1982), these groups ultimately lead to a redistribution of income and wealth, dividing the economic pie in a way that is detrimental to growth. Simultaneously, they reduce society's willingness and ability to adapt to new technologies and reallocate resources as needed in a changing environment. This hypothesis leads him to the logical conclusion that special interest groups are a negative factor for capital accumulation and technological progress, since their activity is associated with a reduction in investment and innovation, thus damaging economic growth.
Economic dynamism is based on productive investment, innovation, and the adoption of new technologies. Failure to adapt to developments and institutional barriers that serve special interests creates anti-growth conditions that harm economic progress. Societies or individual social groups that fail to adapt and change at a satisfactory pace create “institutional sclerosis” (Olson, 1982), which Olson argues can explain differences in economic performance between countries.
If each social group acts myopically in the defense of particular interests, this can only work against the productive and distributive efficiency of the economy. The dominance of individuals over collective interests leads to a lack of cooperation, consensus, and synergy in all sectors and levels of society. The absence of a harmonious social culture means that members of each group use all the available means to achieve narrow goals. This implies policy choices that harm society as a whole, with the costs of these policies being borne disproportionately by everyone else.
The resulting negative relationship between interest groups and economic progress can be attributed to the waste of resources on lobbying and unproductive activities aimed at increasing the benefits of favored groups. The role of pressure groups has been linked to excessive government spending and disproportionate benefits to these groups (Mueller & Murrell, 1986), as the inefficient large size of government may be positively related to the number of organized lobby groups. Simultaneously, the ability of elites to control and trade desirable resources and influence their allocation determines the process of growth and development (DiCaprio, 2012).
In conclusion, although some forms of interest groups can contribute to the effectiveness of governance by stimulating policy debate and providing useful information, thereby helping to implement policies and monitor government performance, interest-group activities are generally seen as undermining the principles of liberal democracy and the performance of economies by protecting particular interests at the expense of social welfare.

Policy and Strategic Foresight
Today's world is changing at an unprecedented rate, introducing an unprecedented level of uncertainty into the policymaking process. This type of system’s uncertainty is largely due to the combination and interaction of all of the above sources. In times of rapid change and increasing complexity and uncertainty, policy planning that looks beyond standard trends and considers the unexpected is needed to determine what the future holds.
Policymakers are often called upon to make strategic decisions about future developments that are difficult (if not impossible) to predict, because they depend on a number of factors beyond their control. As a result, governments are often unable to prepare for and respond to circumstances that are unexpected or unprecedented. However, even many known and critical future trends, such as climate change, have not been adequately addressed. As a result, government strategies often fail to deliver the desired outcomes. In particular, policies that assume the continuation of past trends and do not take into account recent or emerging changes may prove inadequate or even counterproductive.10

In practice, no methodology can anticipate all eventualities. It is possible that policymakers who regularly engage in strategic foresight will be better prepared to respond to unforeseen situations that may arise. A well-planned approach to exploring the future reduces uncertainty and highlights the available strategic options.
However, the enduring problem lies in the immediacy of addressing today's challenges, which often means that governments are unable or unwilling to take time to study and envision the future. In order to approach the future, even partially, governments and organizations around the world utilize strategic foresight. Essentially, strategic foresight provides early preparation for new opportunities and challenges that may arise in the future. This preparation was achieved through the implementation of appropriate policies.
In recent decades, scenario planning has emerged as a method for capturing and addressing deep uncertainties, thereby strengthening the connection between academia and policymakers in the public and private sectors. Futures studies are increasingly aimed at raising public awareness of a range of issues (e.g., climate change) and public debate to understand and engage in long-term national policies.
By improving policy communication and public dialogue and adopting more participatory forms of governance, strategic foresight can become a powerful field of study tasked with visualizing alternative futures in accessible, popular, and persuasive forms (Ilstedt & Wangel, 2013; Pipkin, 2016). The technique of envisioning, designing, and creating prototypical alternative futures has been crucial in transforming previous related analyses (such as policy scenarios) and abstract concepts (such as sustainability) into forms available for empirical analysis and public debate (Candy & Porter, 2019).
Broad stakeholder participation is increasingly being put into practice, while covering a wider range of important social, technological, economic, environmental, and political trends has also become common practice (Henrichs et al., 2010). However, the potential for scenario planning can be further exploited (Volkery & Ribeiro, 2009). For example, the preparation and formulation of public policies can be made more effective by reducing uncertainty about the future and improving the management of complex decisions involving conflicting societal interests.
Therefore, scenario planning helps policymakers better understand changes in their political and wider environment, identify early warning signals, and improve their understanding of existing or emerging problems and their respective strategies for solving them (Lempert et al., 2003). It also identifies the emergence of conflicts between different social interests and values, and facilitates their management by finding common ground for future action. Finally, it is worth noting that participatory scenario planning and adaptive foresight can, in the long run, bring about a kind of cultural change in the way institutions and organizations approach the long-term future, making them more adaptable to external changes (Selin, 2006) and thus more effective.
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Footnotes
1In the absence of stable institutions, the cultural background has a greater influence on the economic development of countries, acting as a network of informal institutions. But as formal institutions develop, they take over some of the role of the cultural background. In practice, countries with cultural characteristics conducive to growth also tend to have good formal institutions, making it difficult to identify the separate effects of the two variables on growth and development.

 

2It is important to note that any change in long-term trends and structures cannot be instantaneous, certainly in the absence of negative or positive randomness.

 

3In general, a crisis of representation manifests itself with more or less frequency and relevance, depending on the particular characteristics of the political systems and the specific social conditions and their local evolution (Manin, 1997).

 

4According to Norris and Inglehart (2019), authoritarian populism is a type of governance that synthesizes the characteristics of populism by adopting political positions that support security values, xenophobic nationalism, intolerance, and strict adherence to conventional moral norms. This orientation prioritizes the values of collective security, conformity to the group, and loyalty to those who defend it.

 

5In the case of right-wing populism, the common will of the people targets minority groups and immigrants. In general, immigration has been studied as a determinant of the rise of populism and as an enabler of the emergence and electoral success of far-right parties (Shehaj et al., 2021). In the case of left-wing populism, the goal is to overthrow the economic elite.

 

6Rodrik (2018a) argues that in developed countries, the populist response to advanced stages of globalization is perfectly predictable from economic history and theory, with the differences in its variation due to the different shocks that countries have experienced as a result of globalization. Historically, too, the financial crises of the last 150 years seem to have been followed by a contraction of majority parties and a rise of the far right, leading to political and social polarization, increased uncertainty, and governance problems (Funke et al., 2016).

 

7More specifically, based on the cultural reaction hypothesis, Norris and Inglehart (2019) conclude that populist voters are influenced by generation, higher education, urbanization, religiosity, race/ethnicity, and gender. Meanwhile, based on the insecurity hypothesis, authoritarian populism is concentrated among the economically marginalized and unskilled workers, the unemployed, those without a university degree, those living in urban areas, and those dependent on welfare.

 

8In economic theory, free-rider behavior by individuals and firms leads to underprovision of public goods, underinvestment and, ultimately, welfare losses. Economic agents often behave in a collectively sub-optimal manner, which is also argued for individuals when they organize themselves into interest groups (Olson, 1965). The policy model implicitly based on this analysis was proposed by Becker (1983). Interest groups compete for economic gain, each maximizing the net difference between the ultimate benefit of political influence and the cost of lobbying. The resulting equilibrium is inefficient, both because lobbying is wasteful and because rent-seeking and rent-taking lead to welfare losses. A government can theoretically offset the negative effects of interest groups (Olson 1983). However, for the state to act in the social interest, it is assumed that it must be insulated from social pressures and have the power to pursue optimal policies (Becker 1983).

 

9The ineffectiveness of interest group activity is examined in a number of studies, with much of the relevant literature confirming the basic hypothesis (Heckelman, 2007; Horgos & Zimmermann, 2009). In particular, Coates and Heckelman (2003) agree with Olson’s (1982) hypothesis that a greater number of interest groups leads to greater pressure and hence influence to protect specific markets, resulting in less emphasis on research and development that would lead to increased investment and income. Their study shows that interest groups are negatively associated with productivity growth and economic growth. Thus, they argue that, at least at the level of developed economies, there is a negative relationship between pressure groups and investment and economic progress.
A different theoretical formulation is offered by Dean (1983), who distinguishes between interest groups and argues that, unlike growth-destroying groups (such as trade unions, farmers’ organizations, and professional associations), business groups represent a positive growth-enhancing trade-off, capable of preventing the efficiency-destroying activities of harmful interest groups. On this basis, economic growth may depend on the balance of power between the two types of groups, since, ceteris paribus, the greater the power of business groups relative to that of harmful groups, the higher the growth (Dean, 1983).

 

10Of course, political culture, elites, and pressure groups, as well as cultural background, play a key role in a government’s effectiveness and priorities for the future.
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Introduction
Decision-making involves a complex cognitive process, in which the subject is asked to choose between possible alternatives. The final choice is not based on a trivial decision criterion but is the result of a series of conscious and unconscious cognitive processes of the individual, activated by his or her psyche and environment. The expectations and preferences of people in a given period and geographical area can shape attitudes and behaviors that do not conform to any existing pattern. The social sciences must therefore take into account the real components of the behavior of individuals and, by extension, of societies, because even life itself is subject to constant institutional idiosyncrasies.
The aim of this chapter is to briefly present theories of human behavior, both in the neoclassical model and in a number of alternative economic approaches based on psychology, anthropology, and sociology (Section “Decision-Making and (Alternative) Rules of Economic Action: Decision Failures”). To obtain a more complete picture of actual (natural) rather than normative (rational) economic behavior, it is useful to integrate elements from related social sciences into economics.
However, perception of the concept of time also plays an important role in decision-making, both methodologically and practically. Therefore, the following analysis examines how economic theory approaches the concept of time and the nature of the methodological problems that arise (Section “The Concept of Time, Space and the Institutional Framework in Decision Making and its Implementation”). The inclusion of real-time and the general formulation of economic theory based on realistic assumptions can be considered extremely useful approaches. However, while this broadens analytical thinking by introducing additional explanatory variables, such as the existence of complexity and uncertainty, which shape the behavior of individuals and their decisions about the future, it also increases the challenges of reading the functioning of socioeconomic systems.
Thus, in an attempt to bridge strict modeling with the realism of life, the chapter concludes with a presentation of the evolutionary approach to economics (Section “Towards an Evolutionary View of Economics”). In this respect, a mixture of serendipity, innovation, path dependence, and adaptation shapes the conditions under which individuals and businesses operate, and thus the directions of policymaking. This makes the identification of potential scenarios both necessary and demanding.

Decision-Making and (Alternative) Rules of Economic Action: Decision Failures
In economics, decision-making by economic agents is a central point of analysis. In its simplest formulation, decision-making is the ability to choose between two or more options. Alternatively, it can be understood as an early problem-solving activity aimed at a theoretically optimal, or at least satisfactory, solution. The concept of decision-making thus refers to a complex process of choice involving the identification of objectives, gathering of relevant information, and evaluation of alternatives (Eilon, 1969). It is also a process of reasoning based on the actor’s assumptions about values, preferences, and beliefs (Simon, 1977). Therefore, it is a process that can be more or less logical and can be based on explicit or tacit knowledge or even beliefs.1

Logic in decision-making plays a central role in the application of existing knowledge. However, in cognitively complex and challenging real-world situations, which may be characterized by high time pressure or increased ambiguity, intuitive decision-making can be used rather than structured approaches (Klein, 2008). Therefore, a decision based on experience rather than weighing alternatives may be effective.
The decision-making process largely depends on an individual’s cognitive type, which can be described by four bipolar dimensions (Myers, 2000). The extremes of these dimensions are logical thinking and emotion; extraversion and introversion; judgment and perception; and sensation and intuition. This means that a person’s decision-making style correlates with his or her position in these four dimensions.
Decision-making in general can be characterized as (i) psychological, which involves the consideration of individual choices in the context of a set of needs, preferences, and values that the individual has or seeks; (ii) cognitive, which is a continuous process embedded in interaction with the environment; and (iii) normative, which involves the analysis of individual choices in terms of the logic of decision-making and the unalterable choice to which it leads.
In the field of economics, the reference points for decision-making are the economic man (homo economicus) and rational choice theory. An economic man is characterized by two basic qualities: perfect information and rationality. This means that he knows not only all the available options but also what the outcome of any action will be. In addition, according to logic, his preferences that satisfy certain axioms and the constraints he faces, he decides on the optimal choice to maximize his utility.
Utility maximization is a building block of choice theory and has its roots in Jeremy Bentham’s (1789/1948) Introduction to the Principles of Morals and Legislation.2 In this hedonistic framework, any object or action is considered in terms of the sum of its properties or utility, which can be either positive or negative. Therefore, the goal of action is the search for maximum utility, which is easily translated into a theory of choice, and individuals make the choice that, among the available alternatives, leads to the greatest possible extraction of positive utility and avoidance of negative utility. This criterion essentially defines a rational choice.
According to Becker (1976), rational action, and by extension neoclassical theory, can be applied to an extremely wide range of human behaviors. Over time, rational choice has become the dominant paradigm in economics and has been widely applied in disciplines such as sociology (Hechter & Kanazawa, 1997), psychology (Hogarth & Reder, 1987), and political science (Green & Shapiro, 1996). In the development of economic theory, however, the "relaxation" of unrealistic assumptions underlying the basic rational choice theorem has led to the emergence of certain extensions or variants of it.
The theory of expected utility developed by von Neumann and Morgenstern (1944) is in this vein. The basis of this theory is to reject the assumption that all outcomes are known with certainty. According to the theorem, under risk or uncertainty, an individual’s choice is not between given outcomes but between probabilistic perspectives resulting from the weighing of possible outcomes, from each of which the individual derives a known utility. This process allows it to maximize its (expected) utility.
Another variation of the standard rational choice model concerns the assumption of perfect information. In the basic framework, the individual is fully informed about all the attributes of the available choices and all the consequences of their actions. However, in real-world scenarios, individuals often face decisions without complete knowledge. This gives rise to the problems of adverse selection (Akerlof, 1970) and asymmetric information (Spence, 1973). Although individuals are assumed to act rationally, they may fail to make optimal decisions due to imperfect or asymmetric information.
Another weakness of the basic rational choice model is that it does not consider the interactions with other actors. The number of agents is assumed to be so large that they have virtually no power to individually influence the choice conditions. However, in situations where there are only a few agents, the rational choice theorem is extended by incorporating strategic behavior, which is the subject of game theory research (Erickson, 2015).
Moreover, rational choice in its basic form occurs in a static environment because it involves decisions made at a given moment. This assumption is unrealistic. An extension of the rational choice theorem therefore concerns models based on intertemporal choice, such as the life-cycle hypothesis3 (Ando & Modigliani, 1963; Modigliani & Brumberg, 1954) and the permanent income hypothesis4 (Friedman, 1957). In a longitudinal (dynamic) model, individuals are still assumed to maximize their utility, but the concept of utility is generalized to include not only present satisfaction but also future satisfaction.
All the above manifestations remain at the heart of rational choice theory, since although the final choices are altered by the differentiation of hypotheses, they are ultimately distinct from all axioms of rationality. Furthermore, the uncertainty introduced into the expected utility functions is a version of the perfect information hypothesis, as it is described by known probability distributions of alternative outcomes. That is, it is viewed as a calculable risk rather than an inherent unpredictable uncertainty (Knight, 1921).
However, factors such as imperfect information, inherent uncertainty, and time constraints affect and limit rationality and, hence, decision-making. On this basis, Herbert Simon (1955) introduced the concept of bounded rationality and the idea of a heuristic approach5 as an alternative position to the mathematical neoclassical modeling of decision-making. His goal was “to replace the global rationality of economic man with a kind of rational behavior compatible with the access to information and computational capabilities actually possessed by organizations, including man” (Simon, 1955, p. 99).
Rationality is constrained when individuals make decisions under the cognitive and time constraints that force them through heuristic rules to choose decisions that may be satisfactory rather than optimal.6 Simon (1956) points out that although economics has established optimization as a rational method of decision-making, people often lack such skills. Given cognitive or physical constraints, the concept of satisficing has been introduced to explain decision-making behavior under conditions in which the optimal solution cannot be determined. That is, individuals develop rational behavior by seeking an alternative that satisfies a level of aspiration (Artinger et al., 2022), and human action is driven by a mixture of empirical rules and cognitive abilities. Therefore, bounded rationality can be said to address the discrepancy between the assumed perfect rationality of human behavior and the reality of human knowledge (Wheeler, 2018).
According to Hodgson (1985), Simon’s work, which is an important step forward from neoclassical theory, is an unfinished challenge to rational understanding. On the other hand, behavioral economics, which seeks to portray the behavior of economic agents as they actually are, is an important alternative to the neoclassical approach (Mullainathan & Thaler, 2000). According to behavioral economics, people may make apparently non-rational decisions in different situations in the sense that they do not consistently reflect their utility maximization (Tversky & Kahneman, 1981). In this context, Kahneman and Tversky (1979) developed prospect theory, according to which individuals, when faced with situations involving uncertainty and risk, are motivated by psychological traits, values, experiences, and emotions to make sub-optimal and non-rational choices that may result in lower expected utility, but at the same time reduce uncertainty.
In order to explain how individuals make certain decisions in the context of systematic errors that often lead to undesirable outcomes, it is particularly important to understand how intentions are based on formed habits and past instincts. The evolutionary perspective lends itself to this purpose, revealing the rationale behind decision-making that is detached from the axioms of rationality. Here, individuals’ choices are determined by cognitive mechanisms formed over evolutionary time through the process of natural selection7 (Hammerstein & Stevens, 2012).
The shaped cultural and institutional background, subject to the laws of evolution, provides a set of information that reflects socially constructed knowledge of the past (Hodgson, 1985). Individually, each person’s behavior and preferences are not necessarily consciously shaped, but data change over time. This means that each person can interpret data differently and extract information that reflects their imagination and creativity (Loasby, 2001). Therefore, at any given moment, decisions are made through a process based on a cognitive background that reflects the cultural and institutional environment in which the individual lives, as well as the psyche of the individual.
This understanding of human behavior differs significantly from standard rational choice theory. Natural human behavior is characterized by limited cognitive capacity and a mixture of procedural logic and emotion, and is associated with the search for solutions and the idea of satisfaction according to a basic set of priorities and within a complex network of needs and desires (Petrakis, 2020). This approach provides us with a more complex, but also more realistic and comprehensive, analytical framework for decision-making.
This highlights the need for a multidisciplinary perspective for comprehensive analysis of how people make decisions. Cognitive deficits associated with incomplete information can be seen as a major cause of decision failure (Kahn & Murnighan, 1993). If we want to obtain a fuller picture of how people actually behave rather than how they should behave, it is useful to incorporate elements from the science of psychology into economics (Simon, 1959). Therefore, an alternative approach is to apply the principles of evolutionary psychology to economics (Roberts, 2012). Psychological factors, shaped by evolution, can shed light on people’s goals and motivations, and consequently on the different types of cognitive biases that characterize their choices, and ultimately help explain decision failure.8

The most common case of cognitive bias involves our willingness to gather evidence that supports one choice, while ignoring evidence that supports different conclusions. This is confirmation bias (Nickerson, 1998), the tendency to seek out, interpret, and recall information in a way that confirms or supports prior beliefs or values. Selective perception is a relative term that defines the behavior that people exhibit, as we tend to see things within our personal frame of reference while ignoring different views.
Another common error in decision-making is cognitive inertia, which is the unwillingness to change existing thought patterns in the face of new circumstances (Alós-Ferrer et al., 2016). The term inertia emphasizes rigidity and resistance to change in the way cognitive processing takes place over a significant period of time, and may even involve an increasing commitment to a previous decision despite an influx of negative information (Staw, 1996). Focusing on initial information as a starting point may simultaneously underlie the anchoring bias effect (Ni et al., 2019), which is a cognitive bias in which an individual’s decision is influenced by a particular reference point.
On the other hand, if we take ease of access to information as a decision criterion, problematic decisions may be due to availability bias and the tendency of people to base their judgments on readily available information (Dube-Rioux & Russo, 1988). The term originates from the work of Tversky and Kahneman (1973), who discuss the cognitive processes that explain human error without appealing to motivated irrationality (Gilovich et al., 2002). People make predictable errors of judgment when forced to process ambiguous information or make difficult decisions in an uncertain or complex environment. These errors stem from heuristics and biases, the cognitive shortcuts that allow us to make quick, automatic decisions that often pay off, but sometimes work to our detriment.
At the same time, wishful thinking, the formation of beliefs based on optimism and pleasant thoughts (Bastardi et al., 2011), leads to an overconfidence bias. Kahneman and Tversky (1982) found that human judgment is generally optimistic due to overconfidence and inadequate consideration of information about outcomes: people tend to underestimate the costs and risks of planned actions while overestimating the associated benefits (Kahneman & Tversky, 1979). They concluded that risk overestimation is perhaps the main source of error in human prediction. Of course, this behavior may also be due to the illusion of control or hindsight bias (Roese & Vohs, 2012).
It would seem, then, that in real life, individual plans are spontaneous and indeterminate and therefore cannot be a response to predetermined theoretical structures, such as the theory of rational action (Lachmann, 1969). In any case, the rational choice approach is considered useful because of the simplicity of the assumptions and the internal (mathematical) coherence of the theory, which, in contrast to choice in natural human behavior, translates into ease of modeling and thus ease of attempting numerical predictions. However, to the extent that rational models do not consider the actual context of action, they are problematic explanations of human behavior and individual choice.
Cognitive abilities vary from person to person, explaining the heterogeneity and possible errors in people’s decisions. Challenging the assumption that individuals are fully informed and consistent with their decision-making criteria when making decisions offers opportunities to improve the rational choice process. Rational choice seems to ignore key factors that shape human action, such as an individual’s psyche, the environment in which he or she operates, and values that are dynamically shaped over time. Culture, as a socio-psychological variable, shapes attitudes, and social interaction, as a dynamic process, shapes behavior. The implication is that a version of the rational choice approach that incorporates such elements could improve our ability to understand human behavior.

The Concept of Time, Space, and the Institutional Framework in Decision-Making and Its Implementation
The concept of time and its use in economics raise methodological issues and questions about the explanatory power of theory. The treatment of time in economic theory has critical implications not only for the theoretical background but also for the development of economic policy and economic outcomes. This issue is particularly important when considering (i) the interaction between theory and reality, (ii) the relationship between equilibrium and dependence on the evolutionary path, and (iii) the implications of economic policies for different production patterns and economies.
Different conceptions of time imply alternative theoretical formulations. The concept of time has been a subject of debate and division among economists since the time of the marginal revolution, when its proponents were criticized by the German Historical School for using an abstract concept of time in constructing abstract economic theories, rather than adopting historical time, which the Historical School considered central to understanding the development of capitalism (Shionoya, 2001). Neoclassical theory is treated similarly by representatives of the Austrian School (O’Driscoll & Rizzo, 1985) in terms of the use of static rather than real time and in terms of the static subjectivism prevalent in neoclassicals, whereby the individual is seen as a passive recipient of data, that is, acting in a given and fixed context of means and ends.
Rae (1834) introduced time into the economic theory by introducing the idea of intertemporal choice.9 More specifically, he argues that preferences and economic behavior are based on psychological factors and are explained by (i) desire, which is determined by an individual’s motivation and self-limitation; (ii) the uncertainty of human life; and (iii) the excitement of immediate consumption (Frederick et al., 2002). In turn, the concept of temporal preference has led to the development of dynamic models that study the intertemporal choices of individuals.10

In this context, Samuelson (1937) developed the idea of time discounting as a rational choice between time periods, which has been widely accepted and incorporates all previous psychological concerns into this discounting factor (Frederick et al., 2002). Thus, while most economic models adopt standard expected utility theory, so-called time discounting factors are introduced as an additional feature to utility (discounted utility) when modeling intertemporal decisions. That is, in addition to the standard preferences, there is also a time factor for which a separate valuation is made, summarized by the time discounting parameter. Thus, the utility of goods decreases as enjoyment increases even if their characteristics remain the same.11

Several types of neoclassical models explicitly include time, but the treatment they receive is inadequate (Boland, 1978). Models that include variables as a function of time provide information about specific moments in time but show essentially no dynamics. The different equilibria imply a static interpretation of the variables for the entire period in which they are defined. On the other hand, time preference models involve a different way of incorporating time. Time is treated as a good (e.g., leisure time versus working hours that ensure the enjoyment of other goods), as another exogenously given scarce resource that can be optimally allocated. Thus, the allocation of time is seen as another static variable that is uniquely determined when it is logically consistent with other static and exogenous inputs, without changing over the period under consideration.12

These later neoclassical models were criticized by economists such as Joan Robinson, George Shackle, and Nicholas Georgescu-Roegen for being based on static time and for failing to explain economic development. Joan Robinson (1962, 1977, 1979, 1980) sought to highlight the problem in neoclassical economic theory of interpreting movement from one equilibrium position to another, distinguishing between logical and historical time. Logically, all (temporal) points are treated in the same way, while at the same time they are separated from all other points. That is, the points under consideration exhibit temporal homogeneity by being independent of history. On the other hand, historical time is based on properties derived from actual experience and actual conditions.13

In rational time, economic phenomena are classified according to prescribed sets of relationships. The neoclassical application of the concept of logical time implies unity of history and its necessary extension into the future. On this basis, time, unlike historical time, is (methodologically) reversible, and therefore the future is not to be created but discovered as it is prescribed by logical assumptions and relations. Thus, the static nature of neoclassical theory suggests that the future, like the past, can be determined (Robinson, 1962).
By extension, in rational time, tomorrow is known with certainty because it is always like the past (temporal homogeneity), whereas decisions taken today in anticipation of future events are always confirmed (historical determinism). Thus, neoclassical theory is structured in a closed circle of equilibrium relations, universally applicable, and independent of time and space.14

On the other hand, historical time presupposes an unknown future and an irrevocable past, which makes it necessary to specify causal relations in a theoretical scheme in economics, since what will happen next will result from interactions in the behavior of people within the economic system. Thus, dynamic (historical) time refers to the inexorable and irreversible change perceived by economists when studying the evolution of an economic phenomenon (Knudsen, 2000).
According to Robinson (1977, p. 1322), the problem lies in the fact that in space it is possible to go back and forth, but time goes only in one direction. There is no turning back to correct an error; (hence) equilibrium cannot be achieved by a process of trial and error. This observation reflects the Heraclitean principle that one cannot cross the same river twice. An economic phenomenon should therefore be understood as occurring in many discrete spaces and discrete time frames rather than in a homogeneous space or homogeneous time (Potts, 2001).15

For Shackle (1961), the correct path for economic science aiming to analyze the real world lies in freeing itself from abstractions that fail to explain time or genuine, free choice. Instead, efforts should focus on understanding a world where both imagination and reason play a role in determining economic outcomes. However, to some extent, the method of abstraction in economic analysis is considered useful, as Robinson (1962) notes: ‘A model which takes into account the full diversity of reality would be no more useful than a map on a scale of one to one.’ Nevertheless, the economic analysis of real-world problems must begin with the proposition that real time matters (Robinson, 1962).
Rational decision-making depends on knowledge of the ex-ante data, so any explanation of rational choice must include assumptions about how knowledge is acquired. In neoclassical theory, however, not all causes, motivations, or reasons for change are explained because they are considered exogenous to the model (O’Driscoll & Rizzo, 1985). Eliminating logical inconsistencies necessarily involves eliminating the notion of static equilibrium, protecting theories from ideological bias, and using the study of history as it unfolds to test the hypotheses proposed by the theory (Robinson, 1980). Similarly, the acquisition of information should be endogenous and explainable, and the individual’s process of learning and adaptation should take place in real time (Hayek, 1937).
Recognizing the importance of time is essential not only for the realistic basis of economic theory as analyzed so far but also for the effects, that is, the context of economic policy implementation. In other words, it is not only the question of how, but also when and where economic policies are implemented. The economic policies that can be adopted to improve the development of the economic system have two main implementation horizons: (i) a short-to medium-term horizon and (ii) a medium-to long-term horizon. When we discuss implementation time, we mean the time needed to design, implement, and observe the results of the policies concerned.
In fact such actions often require rapid planning, immediate implementation, and automatic reporting of results. This is because it is very difficult to accurately calculate the gaps between the different stages of policy implementation. In practice, however, economic policy in the intermediate planning phase—between its announcement and implementation—often has quite different results from those in the pure implementation phase. In other words, it is possible that policy announcement leads to different results than implementation. After all, there is a considerable time lag between announcement and implementation (Petrakis et al., 2020).
With regard to the spatial dimension of the problem, it is necessary to consider where economic policy is directed. The recipient (the economy in question) may be characterized by different patterns of production and development, where different institutions and cultural backgrounds may prevail. However, if we take into account the concepts of institutional and cultural context, the neoclassical paradigm no longer holds. This is necessary because the economic system is a social construct, with spatial and temporal variations due to constant change, and may be subject to different perceptions of its proper functioning. In concrete terms, this means that given conditions are explainable and comparable (Corpataux & Crevoisier, 2007) the explanatory framework cannot be separated from the actual historical and geographical conditions.
Institutions and cultural backgrounds may deviate from the optimal, making it uncertain whether they will promote growth or lead economies to stagnate. In this case, it is not the optimal but an idiosyncratic/stagnant social context that prevails (Petrakis et al., 2020). The distinction between the two models for the organization of economies may reflect the temporal evolution of the production system and may also clearly correspond to the distinction between the application of the models to two different spatial production structures (Petrakis, 2020). Note, however, that in reality there are many versions of the idiosyncratic/stagnant framework of institutions and preferences, while the optimal framework is closer to what is usually described in a Walrasian system.16

Table 8.1 shows a comparison between an optimal and idiosyncratic/stagnant institutional framework. Similarly, Table 8.2 shows a comparison between an optimal and idiosyncratic/stagnant cultural value framework.Table 8.1Optimal and Idiosyncratic/static institutional frameworks

	Optimal institutional framework
	Static institutional framework

	Perfect allocation of resources within markets
	Allocation of resources outside the markets

	Effective coordination
	Coordination failures

	Full access to information
	Information asymmetry

	History does not matter
	Dependence on the past

	Creation of new wealth
	Rent seeking

	Non-systematic risk
	High systematic risk


Source Petrakis et al. (2020)


Table 8.2Optimal and idiosyncratic frameworks of cultural values

	Optimal framework of cultural values
	Idiosyncratic framework of cultural values

	Diversified investment behaviors
	Undiversified investment behavior

	Moderate uncertainty avoidance
	High uncertainty avoidance

	Individualism
	Intra-group collectivity

	Moderate discounting of time
	High discounting of time

	High levels of self-confidence
	Lack of self-confidence

	Desire for profit
	Loss aversion


Source Petrakis et al. (2020)



In summary, the description of the basic dimensions in the two different social contexts shows that different institutional and cultural conditions may prevail at different times. It is therefore important to have a full picture of the particular social context in which economic policy issues are to be analyzed.
When space and time are considered, social and distributional issues arise. Time is de facto at the heart of the dynamics of the economy, contributing to the formation of the path dependency exhibited by the economy’s evolutionary trajectory. In any case, it is important to remember that different theoretical foundations lead to different results and conclusions. Policy proposals derived from atemporal or aspatial growth models may have considerable analytical utility, particularly in terms of improving analytical thinking. However, they are very difficult to apply in practice and, as past experience has shown, their effectiveness is uncertain.

Toward an Evolutionary View of Economics
In general, evolutionary economics focuses on the dynamic evolution of economic phenomena and social institutions surrounding these processes. The economic system is understood to be open and constantly changing, and historical dynamics over time may be path-dependent and irreversible (Witt, 2002). History plays a crucial role in human behavior, which implies the creation of evolutionary sequential dependency. This means that an evolutionary explanation must identify the levers of transmission, sources of variation, and mechanisms of transformation in societies (Durhan, 1991).
Darwin’s work has been instrumental in this approach,17 as the basic Darwinian principles of variation, reproduction, heredity, and selection can be reduced to a general framework (generalized Darwinism) for understanding any process beyond biology in other open and evolving systems, including human cultural or social evolution (Dawkins, 1983). Darwinism is thus interpreted as an ever-changing environment with constant interaction with humans. In this sense, Thorstein Veblen18 (1898) argues that all modern sciences are evolutionary, noting that ‘the history of the economic life of the individual is a cumulative process of adaptation of means to ends, which change cumulatively as the process proceeds (p. 391).’
Veblen (1919/1961) defined evolutionary economics as the study of cultural and institutional development influenced by economic needs. His main aim was to bring about major changes in the purpose of economics. Economic processes were to be studied in terms of the cultural background from which they emerged and in terms of their wider present and future social consequences, rather than in terms of the equilibrium to which they tended (Veblen, 1919/1961). More generally, Veblen (1898, 1919/1961) sees development and growth as a ‘process of cultural evolution’—without this evolution necessarily being qualitatively better than the previous situation—and sees the future of society and the economy as the result of collective changes in institutions rather than changes at the individual level. Thus, the economy is conceived of in terms of a biological rather than a mechanistic analogy (Georgescu-Roegen, 1971).19 By analogy, evolution is the transformation of a system over time through endogenously generated changes (Witt, 1991).
From an evolutionary perspective, qualitative rather than quantitative changes should be at the center of economic analysis. In the Veblenian scheme of analysis, a complex mixture of rapid changes and rearrangements that led to the industrialization of economies at the time of the birth of economics must be seen not only through the prism of increased production but also through the major changes it brought about in the entire social and economic landscape. Veblen, however, never developed a systematic expression of his evolutionary approach.
Schumpeter (1912/1934) was credited with being the first to provide a consistent evolutionary explanation of economic change (Witt, 1993). Schumpeter (1954, p. 964) defined the word evolution in general developmental terms, without reference to biological metaphors. For Schumpeter, the idea of evolution is identified with the processes of interrelated economic, political, social, and institutional change rather than with economic development in isolation (Shionoya, 2007).20 In Capitalism, Socialism, and Democracy, Schumpeter (1994) developed the idea of creative destruction, the incessant mechanism of product and process innovation, by which new units and techniques of production replace obsolete ones.
Technological change and the role of the innovative entrepreneurs in subverting the established patterns and behaviors of firms are at the heart of Schumpeter’s dynamic analysis. Markets do not operate mechanically and reach an equilibrium of homogeneous products after maximizing producers’ profits and consumers’ utility. Instead, the internal dynamics of capitalist economies are understood in terms of the operation of a particular set of processes, rather than as a sequence of particular outcomes. The aim of his work was to explain spontaneous, discontinuous, and qualitative changes (Metcalfe, 2012). A key feature of the capitalist economy for Schumpeter is that it never stagnates (Te Velde, 2004). A continuous path exists for continuity and change. Innovation is the element that simultaneously creates disequilibrium and drives the economy forward.
For a more organized formulation of evolutionary economic theory, we should refer to Armen Alchian, who also led the restructuring of the theoretical foundations of orthodox (economic) theory of business behavior, notably through his prominent article “Uncertainty, Evolution and Economic Theory” (Alchian, 1950). In this paper, he offers an evolutionary approach to describing business behavior, incorporating the principles of biological evolution.21 According to Alchian (1950), business decisions cannot be linked to an explicit maximization objective, because the future is unknown and, at best, a patchwork of probabilistic outcomes.22

The evolutionary approach, as in other sciences, is associated with different uses in economics, leading to confusion (Hodgson, 1995, 1996b). Richard Nelson and Sidney Winter’s (1982) book, an evolutionary theory of economic change, would popularize the use of the term evolution and form the basis on which modern evolutionary economics is built. Essentially, evolutionary economics is dedicated to identifying and theorizing the actual generative mechanisms underlying the flow of events (Foss, 1994).
In this endeavor, Nelson and Winter (1982) adopt the ideas of Alchian and Schumpeter and present an evolutionary challenge to the main approaches to economic growth, technological progress, and competition between firms. Specifically, for Nelson and Winter (1982), firm behavior is characterized by irreducible knowledge, bounded rationality, and the goal of achieving satisfactory outcomes. Firms interact and create a relatively competitive environment. In an uncertain and volatile environment, the firm responds (i) through knowledge, which becomes embedded in its routines; (ii) through research and innovation, which adapts its routines to new conditions; and (iii) through selection, as efficient firms tend to crowd out inefficient ones (Nelson & Winter, 1982).23

As a result, Nelson and Winter’s (1982) biological metaphor would become widely accepted in evolutionary economic theory (Hodgson, 1996b), forming what Andersen (1992) calls new evolutionary economics or Neo-Schumpeterian synthesis (Witt, 2007), a recent and often formal theory explicitly influenced by Darwinian natural selection theory. The Neo-Schumpeterian synthesis combines Schumpeter’s broad views on innovation and structural change with a conceptualization of the evolutionary process in terms of natural selection.
It is, therefore, clear that evolutionary economic theory aims to interpret and reduce the weaknesses of mainstream economic thinking (Dosi et al., 1988) by focusing on the disequilibrium processes that transform the economy from within and their consequences. Witt (1992) points out that evolutionary economics is concerned with aspects of the ‘becoming’ rather than the ‘being’ of the economy. The distinctive difference that separates evolutionary economics from mainstream economics is ontological, in the sense that evolutionary economics takes into account the idea that economic agents live in an economic world that is fundamentally open to their possibilities (Foss, 1994). Neoclassical economics, on the other hand, while characterized by a solid theory, has ‘invested’ very little in developing ontological, epistemological, and methodological assumptions in the development of the theory. Predictability and stability, as ontological presuppositions for the application of neoclassical economic analysis (Foss, 1994), are implicit arguments for the development of equilibrium models, in which all relevant knowledge is ultimately given (Shackle, 1972). However, when unexpected changes occur in an open economic universe where individuals can act on the basis of new means, ends, and structures, optimization behavior may not universally characterize human actions (Dosi et al., 1988; Shackle, 1972).
Evolutionary theory suggests that in order to identify the best possible strategies, policy-making should focus on identifying the potential of emerging developments and possible future paths. However, once the system moves (pulls) in one direction, it may not be possible to change its course because history matters. Thus, public policies are prone to irreversibility and path dependence (Moreau, 2004). Flexibility in economic policy is seen as difficult but necessary to create conditions for stimulating innovation, strengthening entrepreneurial behavior through knowledge accumulation and know-how development, and restructuring outdated institutions.
However, institutions do not usually adapt spontaneously owing to inertial forces, while at the same time, the process of their formation may be the result of successive historically dependent evolution.24 The system in the evolutionary approach is open, and research and development are at the heart of evolutionary theory, which focuses on the costs associated with accumulating knowledge and developing expertise. However, it does not assume that policymakers have more knowledge of behavior, the market, or technological possibilities. Thus, the complexity of the economic system and knowledge constraints make the success of technology policy uncertain. However, through the experience of policy implementation, learning, and adaptation can be criteria for effectiveness (Metcalfe, 1994). In such an environment, rational choice is replaced by inductive experimental decision processes (Metcalfe, 1994) as the former may lead to an inferior choice (Arthur, 1989).
Consequently, in evolutionary economics, the state is often considered to exhibit satisficing and adaptive behavior (Hodgson, 1999; Moreau, 2004). Satisficing, because decisions are made on the basis of achieving certain goals, and adaptive, because economic agents constantly adjust their behavior to changes in their environment.25 The core of the evolutionary perspective is that economic policy should be treated as a learning process since neither policy problems nor their solutions can be taken for granted. This perspective refers to the process of changing thoughts or behaviors as a result of the experience gained from achieving specific policy goals. According to Hodgson (1999, p. 240), policy should “promote learning, enhance human capabilities, systematically incorporate growing knowledge, and adapt to changing circumstances.”
Therefore, particular attention must be paid to the regulatory framework of economic policy objectives. This is the level of analysis in economic policymaking where outcomes or objectives are discussed in light of value judgments. The range of issues to be addressed concerns the normative judgments that evolutionary economic theory implicitly endorses in relation to policy proposals (Witt 2003).
The view that an individual’s factual and normative knowledge can change leads to the conclusion that this is likely to affect both the possibilities of normative decisions and judgments, and their content. A key element of the evolutionary approach is that the use of the evolutionary concept itself does not ensure that conclusions will be useful in all circumstances. The actual experience of particular norms and pre-existing knowledge can influence preferences and final decisions, which usually leads to strongly relativistic norms. Thus, the discussion of the normative perspective of neoclassical thought retains considerable validity.
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Footnotes
1Explicit knowledge is knowledge that is expressed and shared directly between people. Tacit knowledge, on the other hand, is acquired through casual activities or without awareness of the learning itself. Tacit knowledge, according to Polanyi (1967), is the empirical knowledge that the actor knows he has but cannot describe in terms other than his own (skillful) interpretation. These two types of knowledge are combined in decision-making, with tacit knowledge often being used to fill information gaps in complex decision-making processes (Brockmann & Anthony, 2002). However, the tacit dimension of knowledge makes it difficult to draw the imaginary line between individuals’ instinctive or autonomous norms of behavior, on the one hand, and the genuine norms they follow, on the other (Hodgson, 2006).

 

2In this book, the constant aim of human action is the pursuit of pleasure in life and the avoidance of suffering. Bentham (1789/1948, p.18) defines utility as “the property of something whereby it tends to produce benefit, advantage, pleasure, good, or happiness (all equivalent in the present case) or (this being the same thing) to prevent the happening of mischief, pain, evil, or unhappiness to the party whose interest is considered.” If that party is the community in general, then the happiness of the community; if it’s a particular individual, then the happiness of that individual.

 

3The life-cycle hypothesis describes the spending and saving habits of people over their lifetime. The theory suggests that individuals try to smooth their consumption over the course of their lives: they borrow when their income is low and save when their income is high.

 

4The permanent income assumption is that people will spend at a level consistent with their expected long-term average income. The level of expected long-term income is considered to be the level of ‘permanent’ income that can be safely spent.

 

5In the context of social psychology, the heuristic approach refers to cognitive shortcuts that reduce the cognitive load of decision making (Myers, 2010). This means that we can make judgments quickly and arrive at decisions and solutions to complex problems. Where finding the optimal solution is impossible or impractical, heuristic methods can be used to speed up the process of finding a satisfactory solution. The final choice may not be optimal, perfect, or rational, but it will be sufficient to achieve the immediate objective.

 

6The distinction between maximization and satisfaction was first made by Simon (1955, 1956).

 

7Natural selection in biology is a basic mechanism of evolution, through the processes of adaptation, change, and inheritance, in the characteristics of a population over time.

 

8For example, a typical psychological phenomenon is the concept of groupthink (Janis, 1972), a condition that leads to an illogical or dysfunctional decision outcome when the desire for harmony or group conformity prevails in a group of people (Katopol, 2015). Cohesion (or the desire for cohesion) can lead to conflict avoidance and consensual decision making without critical evaluation. This is common in groups whose members have a common educational and social background, as well as shared values and ideas (Janis, 1972). The result is that the group fails to explore all alternatives because it focuses too much on maintaining its unanimity, leading to losses such as individual creativity and independent thinking.

 

9In general, temporal choice is the process by which individuals make decisions about different points in time and periods, with their choices simultaneously affecting the possibilities available at other times. This means that most choices lead decision-makers to make cost-benefit trade-offs based on the time of consumption of goods.

 

10The starting point was the work of Eugen von Böhm-Bawerk (1890/2017), Capital and Interest, which develops the concept of time preference beyond the psychological motivations of individuals to the more technical allocation of individual consumption between different points in time. This includes trade-offs between present and future satisfactions, an idea captured more formally by Fisher (1930), paving the way for the more modern manifestations of time preference, time discounting (Samuelson, 1937), and the identical concept of impatience (Koopmans, 1960).

 

11The reduction of utility in the relevant models is, of course, subjective for each individual. The discounted utility model assumes that individuals apply a subjective and consistent (constant) rate of discounting of future consumption to all their decisions over time. Individuals need some time to reach their goal, and since people cannot completely stop consuming while they are alive, time is always assumed to be scarce. Thus, ceteris paribus, present goods are and must always be valued higher than future goods. A higher value of the discount parameter implies a higher preference for present consumption and vice versa.

 

12The neoclassical school uses the Newtonian sense of time, in which time is homogeneous and mathematically discontinuous, with no points of causality. As a result, as in the natural sciences, economic models in the neoclassical paradigm are equilibrium-based, deterministic, mechanistic, and predictable (Yu, 2020). Real time is absent, uncertainty is either ignored or introduced through known probability distributions of future events, with no room for essentially subjective individual choice (O’Driscoll & Rizzo, 1985). In real life, however, time is both inhomogeneous, in the sense that an individual's decision may affect the future in unpredictable ways, and continuous, in the sense that most events in time are connected. However, the tools of standard neoclassical analysis do not allow the study of the real economy.

 

13Based on historical time analysis, the past is embedded in the present setting and limits the range of actions that can be taken to achieve adaptation to changing conditions (Harris, 2005).

 

14The concept of equilibrium in orthodox economics reflects a world of perfect knowledge frozen in time (Frowen, 1988; Shackle, 1959). In a model, time can theoretically be stopped, but it is a common mistake to confuse a comparison of static states with the motion between them. In a defined static state, there is no time and in a defined evolutionary path there is no motion of any kind except the movement of the reader's eye along the curve (Robinson, 1980). As an example, Robinson (1980) cites the best-known figure in economics, the standard Marshallian cross of supply and demand, where a price above the equilibrium level implies that supply exceeds demand (and vice versa), and directs convergent trends. If price and quantity are not at equilibrium at any given time, they will tend toward it. But this means importing historical events into an achronic static picture. Marshall implies (Reisman, 1986) that the price will more or less return to the previous level, but such predictions are usually accompanied by the notion of ceteris paribus.

 

15Neoclassical models have been criticized precisely because of their achronic nature, since the property of the irreversibility of time must be central to the analysis of any historical process. In other words, it is argued that orthodox economic analysis alone cannot explain the process of change, and that standard neoclassical growth models lack realism in dealing with the problem of historical time because they rely on static assumptions in logical time. According to Shackle, rationality and time are incompatible, and since economists have historically taken rational behavior as an absolute principle, they should abandon any hope of dealing with time in formal economic theory (Frowen, 1988). Logic is timeless, therefore an economic theory constructed solely on the basis of abstract logical principles is incapable of explaining economic change (Georgescu-Roegen, 1971).

 

16The Walrasian system (Walras, 1874/1954) is an achronic conception, since in the model time is homogeneous, not continuous, unchanging (static), and reversible. At the same time, it does not recognize variations in space (Corpataux & Crevoisier, 2007). The domain of the model is invariant, defined in an abstract sense as an objective, neutral entity, and limited to a single point (equilibrium point). This offers the prospect of universality through the possibility of constructing theories that claim to be valid at all times and under all conditions. Its application, of course, can only be found in economic textbooks, where the conditions of reality reveal discrepancies both in the assumptions of the model and in its results. The Walrasian model assumes a specific optimal framework of behavior and preferences that shape the way economic institutions operate. However, the existence of an optimal institutional structure combined with an optimal framework of cultural values can only exist at the theoretical level.

 

17Charles Darwin’s (1859) book On the Origin of Species explains how organisms arise, develop, and evolve through small, heritable variations that increase their ability to compete, survive, and reproduce (natural selection).

 

18Veblen is considered the father of institutional economics because of his evolutionary (Darwinian) approach, closely linked to psychology, anthropology, and sociology. He was the first to introduce biological ideas into economics (Hodgson, 1996a), rejecting his contemporaries who saw the economy as an autonomous, stable, and static entity (Sowell, 1967). Marginalist theory is rejected not because it is wrong, but because it is unrealistic, and the assumption that economic systems tend to equilibrate must be challenged (Veblen, 1898).

 

19In a mechanistic model, actions are treated as planned, and changes in behavior can only result from exogenous forces. But this would prohibit human innovation—individuals must be capable of spontaneity and creativity without necessarily receiving an external stimulus.

 

20According to Shionoya (2007), in the first German edition of The Theory of Economic Development in 1912, and especially in the last chapter (Das Gesamtbild der Volkswirts), Schumpeter will examine areas such as the economy, politics, social relations, art, science, and ethics, and give a picture of the overall development of society through their interactions. These interactions take place through changes in social values and social classes. This, according to Shionoya (2007), is the original version of Sumpeterian evolution. The view of a comprehensive conception of social phenomena presented in this chapter is not included in later versions and in the 1934 English translation. The reason for the omission was that because this chapter had attracted unexpected attention from sociologists, Schumpeter feared that readers’ attention would be diverted from his main contribution to economic theory (Shionoya, 2007).

 

21The paper pioneers the idea that the price system is a Darwinian mechanism by which efficient behaviors survive regardless of the motivations of economic agents. Here, the success and survival of firms through the processes of variation and natural selection can be attributed to random business decisions (Alchian, 1950).

 

22However, the paper is based on the thesis that the economic system produces a rational classification of resource use patterns even in the absence of rational, profit-maximizing, or any conscious behavior (Brunner, 1987).

 

23This is why Nelson and Winter (1982) explicitly draw on ideas from evolutionary biology (Hodgson, 1996b). The functioning of firms depends on the skills, abilities, and characteristics of their employees. Organizational patterns—the accumulated knowledge of employees and the productive capabilities of a firm—are the memory imprint of an organization. When faced with a problematic situation, an organization can recall different routines to find the appropriate solution, with successful routines remaining in the firm's strategic decision-making ‘toolbox.’ The established processes and habits described as routines are the evolutionary economic equivalent of genes.
Note that, as in Schumpeter's work in Nelson and Winter (1982), and in evolutionary economic theory more generally, the role of innovation is fundamental. Moreover, a proper conception of socioeconomic evolution must recognize the critical role of innovation, its emergence, and diffusion (Witt, 1992). In the work of Nelson and Winter (1982), innovation is achieved through the diffusion of knowledge and learning in practice. The nature of innovative research is perceived as irreversible, as the acquisition of information is costly, as uncertain in its outcomes, and as unpredictable and historically dependent, as the historical context co-determines the solutions that can be found and implemented. Evolutionary economics thus considers the transformation of existing structures and the emergence and possible diffusion of innovations (Foss, 1994).

 

24In the context of achieving these goals, economic crises are considered useful (Freeman & Perez, 1988) because they violently break down old and obsolete structures.

 

25In an evolutionary world, the goal of economic policy decisions is to improve a given situation according to given criteria (adaptive efficiency) rather than to maximize a given welfare function (Moreau, 2004). Instead of optimal models, what is needed is a better understanding of how policy feasibility and emerging developments go hand in hand over time. As Nelson and Winter (1982) point out, economic policy research and innovation strategy are driven by policy issues rather than by an agenda related to the development of economic theory.
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Introduction
In the previous chapter, we saw the influence of time (and space) on the formation of contradictions between theory and policy. Here, we discuss a different issue, time valuation, that is, how individuals and societies value the concept of time. Time is an indispensable tool in the organization and functioning of modern societies. In general terms, it can be defined as indeterminate, with apparently irreversible order, movement of existence and events in the past, present, and future, taken as a whole. As a concept, time is a social construction that has been given different meanings through philosophical reflection and scientific study, sometimes resulting in conflicting views on its meaning. The questions that have been attempted to be answered over time relate to the issues of existence, ‘construction,’ and perception of time. However, the concept of time causes some confusion, as it is understood both as a fundamental entity and as a system of measurement.
An important conceptual distinction concerns the contrast between ‘natural time,’ i.e., the formal reference and measurement of time, and what is known as ‘social time,’ i.e., the meaning that a society attaches to time as a result of its cultural background. While the conventional use of time is now an integral means of supporting people’s actions, social time can be seen as a means of orientation; that is, the relative context constructed by the rules, beliefs, customs, and practices of individuals and social groups. In other words, social time determines how societies ‘organize’ the past, present, and future.
The social concept of time makes it possible to compare societies in terms of how their members perceive time, and consequently, in terms of the behaviors they develop. The rhythms of life, management, and organization of time are just some of the relevant issues. In any case, the perception of time is considered to derive primarily from a society’s established values. Indeed, attitudes toward time vary from one culture to another, often to a remarkable degree.
A key difference is that some cultures are more future-oriented, whereas others tend to prefer the present or even cling to the past. One way of looking at cultural attitudes to time is, therefore, from the perspective of time orientation, cultural, individual, or national preferences for the past, present, or future.
Time orientation is considered an unconscious but fundamental cognitive process by which people organize their personal experiences in terms of particular temporal dimensions, thus giving them coherent meaning (Kluckhohn & Strodtbeck, 1961). This certainly does not imply an exclusive orientation in one temporal direction but rather observable general trends, since individuals and societies as a whole do not necessarily manifest unidimensional temporal orientations.
Time perception and time orientation influence the choice and pursuit of goals at both the individual and the societal levels. The analysis of time orientation is, therefore, of particular importance when it comes to the question of whether individuals in general—and, by extension, a society—are future-oriented. Each individual is required to be able to evaluate all circumstances in terms of expected outcomes with a view to his or her well-being in the present and future. In this context, sociological approaches generally show a link between future orientations and positive outcomes. Of course, this also implies a healthy balance in time orientation (Zimbardo & Boyd, 2009).
However, in economic theory, any relevant decision at the level of individual time choice is considered axiomatically rational if it is based on the individual’s time preferences. Therefore, any decision, regardless of its temporal direction, should be beneficial to the individual. At the same time, however, at the societal level, the improvement of key economic variables that promote overall well-being, such as saving and investment, requires the development of future-oriented behavior.
As an extension of the rational action hypotheses, it is argued that the temporal decisions of economic agents are predictable once it is known how individuals prefer to allocate over time the satisfaction of the goods they enjoy and expect to enjoy in the future. Of course, in real life, which is characterized by high complexity and uncertainty, people often make decisions not only without being able to maximize their utility over time (from the present to the distant future) but also without being able to perceive the future options that open up.
It is, therefore, useful to understand the general distinction that arises from the fact that many people make decisions with the future in mind, while others place more emphasis on the present and prefer short-term satisfaction, even though they know that they may be deprived of future resources and be unable to maintain the same level of well-being. This is because, on the one hand, self-awareness and increased collective knowledge of individuals’ time orientation helps them to plan effectively for the future and, on the other hand, it allows for improved social planning to formulate incentives and appropriate time preferences that can steer decisions toward higher levels of social well-being.
The remainder of this chapter is organized as follows. After presenting the basic concepts of time, the distinction between physical and social time is analyzed, and the implications of different concepts of time for individual behavior are described (Section “The Social Dimension of Time”). In general, time perception has psychological, social, and cultural origins and is seen as an explanatory factor for the different goals and behaviors of individuals in different aspects of their lives and societies as a whole.
This is followed by a more detailed explanation of the concept of time perception, or sense of time, and the related concepts of temporal perspective, i.e., the cognitive perception of past, present, and future, and temporal orientation, i.e., the individual’s ‘orientation’ to one of the three time zones (Section “Time Analysis and Orientation”). Clarification of these concepts helps us to understand the findings of models that study individuals’ perceptions and orientations over time. Such important cases are the cultural dimension theory and the time perspective theory, which are presented later in this section. The main common feature is that both models project the need for a balanced temporal orientation of the individual.
The analysis also focused on the concept of future orientation. A person is considered to be future-oriented to the extent that he or she pays more attention to this temporal direction, driven by a temporal perception shaped by a complex web of motivational, cognitive, and affective processes (Section “Future and Time Orientation”). Here, we attempt to define the concept and understand how a person is perceived as future-oriented through his or her general perceptions and attitudes. More fundamentally, however, the aim is to identify what it means for some people to think and act in a future-oriented manner.
Finally, more emphasis is placed on the more general relationship between time orientation and decision-making (Section “Time Orientation and Decision Making”). This requires an analysis of the theories of time preference and intertemporal choice in economics. Theoretically, it is argued that the economic agent weighs all the benefits and potential harms of his choices in relation to the present and the future to maximize his intertemporal utility. Indeed, time plays a role in most of the decisions that people must make on a daily basis. Rational choice theory, which incorporates time orientation, is considered a useful analytical tool, but it must always be borne in mind that time increases the degree of complexity in economic analysis. In reality, unlike in the world of economics textbooks, there is no simultaneous exchange of given resource under conditions of perfect information.

The Social Dimension of Time
For centuries, science, philosophical thought, and religion have sought to answer questions such as how the concept of time is constructed and perceived, and how people’s thoughts, feelings, and behaviors are shaped by considerations of time. Social theory and philosophy of time are two important related approaches that are often intertwined. The latter includes questions such as what time is, whether it is real, how it is perceived, and how human existence depends on its ‘temporality.’ Aristotle in Physics argues that the sense of time depends on the mind recording the change and movement of beings (Aristotle, 1957). At the same time, time was seen as the creation of God, who was timeless (Augustine & Boulding, 1998). Newton, on the other hand, argued that time and space exist independently of motion and higher forces (Newton, 1713/1729). Thus, absolute time and space are seen in Newtonian concepts as independent aspects of objective reality.
Immanuel Kant (1781/1965), on the other hand, provides an outline of the psychological significance of time. He considered the concept of time to be an ‘innate faculty,’ arguing that it colors the way people experience the world. In the Kantian framework of analysis, Durkheim sought to understand how concepts and categories of rational thought, such as time, space, and number, could emerge from social life. For Kant, the concepts of space and time are universal and independent of environmental factors, existing a priori in mind. Durkheim (1912/1995), on the other hand, argued that these categories of rational thought are not vague and undefined, but have a concrete form and specific properties (e.g., minutes, weeks, months, or north, south) that arise from the organization of society and from accepted norms. In other words, they combine elements of rationalism and empiricism, with certain aspects of rational thought being common to all people but as products of collective life.
Both empirical and theoretical studies have attempted to explore the origins, structure, and implications of the concept of time (Levine, 1997; Zimbardo & Boyd, 2009). Classical sociological approaches to the problem of time include the perception of time and time preferences of individuals interacting with their social environment (Bergmann, 1992). In addition, psychology and ethnology, that is, the study of comparisons and contrasts between different cultures, are key areas of investigation into the problem of time. According to social psychology, the perception of time refers to the multitude of cognitive structures of the human mind that are focused on scheduling many tasks in different time periods. Typical temporal boundaries are past, present, and future.
In any case, to understand a person’s perception and behavior in relation to time, it is necessary to consider all the forces at work in the individual, including past experiences in similar situations as well as his or her expectations for the future. According to Lewin (1951), time perception is defined as the sum of the individual’s perspectives on his psychological past and future at any given moment. Thus, future and past events affect present behavior to the extent that they are actually present at the cognitive level that motivates it (Nuttin, 1985).
Past experiences, present evaluations, and reflections on future choices form the tripartite temporal influence on the regulation of behavior (Bandura, 1997). At the same time, understanding the perception of time requires a turn not only to the nature of the individual and consciousness but more broadly to the nature of society and collective ideas (Durkheim, 1912/1995). By analogy, it follows that just as personality operates at the individual level, culture operates at the collective level of time perception (Strathman & Joireman, 2005). Thus, one of the paradoxes of time is that individual attitudes to time are learned through personal experience, while at the same time collective attitudes to time influence the course of nations (Zimbardo & Boyd, 2009).
Time in its narrow “temporal” sense refers to its physical passage as measured by standard means and units of measurement (clocks, calendars, seconds, minutes). However, studying time through this formal sequence does not reveal the different properties that people actually attribute to specific inhomogeneous units of time. This measure of time offers only quantitative information. However, through its ‘humanization,’ time can project references to social events (Lewis & Weigert, 1981). We experience time as a physical passage, as well as a social process.
‘Natural time’ is thus distinguished from what has been called ‘social time’ (Sorokin & Merton, 1937). That is, time can be understood as a temporal arrangement of future social events that is meaningful to an individual as a member of a particular social unit (O’Rand & Ellis, 1974). The concept of social time refers to the cultural meanings that societies attach to time and the social norms that shape how people imagine their relationship with time. Thus, the single linear, objective, and physical dimensions of time are overlaid with meaning and value reconfigured through multiple structured sociocultural dimensions (Adam, 1994). The category of time is thus revealed as a social event, and ‘individual’ time is embedded in a specific social context, so that time reflects not only the diversity of individuals’ temporal perceptions but also their social environment.
It is a fact that perceptions of time vary both historically, at the level of analyzing the evolution of a society, and culturally, in the differences between societies at a given time, with several sociological studies demonstrating the historical and cultural variation of social time (Bergmann, 1992).1 For example, in Western culture, behaviors that do not achieve specific goals may be considered a waste of time.2 The pace of modern Western life, our dependence on clocks, and the constant time pressure we seem to be under would probably have been completely incomprehensible to someone a hundred years ago.3 At the same time, the same can be said of cultures that still ignore the concept of time, such as the indigenous peoples of Australia or primitive tribes of Africa or America. Such reactions reflect the fact that people draw conclusions based on the rules and values of their own cultures (Brislin & Kim, 2003).
Horizontal differences in many aspects of social time, such as the value or meaning attached to it and the way it is allocated and measured, continue to exist at many levels between societies. These characteristics constitute unwritten rules that are passed down from generation to generation, fostering societal traditions.4 However, these may not be so clear-cut, as informal time patterns are often difficult to make explicit (Levine & Norenzayan, 1999).5 Simultaneously, cultural differences in time can be as pronounced as those between languages. For this reason, cultural rules of social time have been described as an “implicit language”6 (Hall, 1959), because they help people from one culture to learn and understand people from another culture.
Some societies are more likely to emphasize what Hall (1983) describes as a ‘monochronic culture.’ In a monochronic culture, time is both tangible and valuable, and people focus on one thing at a time in order to achieve their goals in a systematic and methodical way—the term as a concept is associated with what is called goal orientation. The monochronic time is linear, and one task is started and completed before another is started. Schedules are extremely important, and time itself is treated as a precious commodity that takes precedence over interpersonal relationships. In a monochronic culture, therefore, time is something that can be wasted or lost, so it needs to be planned, managed, and used effectively.
On the other hand, people in cultures that revolve around the time of social events tend to be characterized by a “multi-temporal culture” (Hall, 1983), which is interpreted as a preference for doing many things at once. Time is less tangible and more flexible. As life is not entirely predictable, planning and punctuality are of secondary importance, with an emphasis on relationships rather than schedules. Progress in multi-temporal time may be a little at a time for each project, which may continue until a new trend or inspiration leads to an idea for another project with intermittent and unpredictable pauses and repetitions of one task or another.7

Most time differences can be largely predicted based on social, demographic, and environmental characteristics (Levine, 1997). Economic and institutional forces also shape the cognitive processes of time perception. For example, people tend to move faster in places with a high degree of industrialization, large populations, cooler climates, and a cultural orientation toward individualism. Additionally, when an economy is prosperous, future-oriented attitudes are easier to maintain. People can save many of their resources for future goals and thus satisfy long-term preferences. Conversely, in an underdeveloped society or economy in recession, immediate gratification can become a necessity.
Of course, there are also differences in how time is perceived between societies with relatively similar levels of development. This may be particularly true for subgroups within a society, as they may be motivated by different perceptions of time. Indicators such as social class, educational background, ethnicity, religion, and gender may influence how different groups perceive social time (Doob, 1971; Trommsdorff et al., 1979). Therefore, people’s ideas about the present and the future change in relation to changing material needs and social conditions.

Time Analysis and Orientation
The perception of time as an element or product of culture is a factor in shaping preferences and behaviors, which in turn shape an individual’s orientation toward time. According to Carstensen et al. (1999), time perception plays a key role in the selection and pursuit of social goals by influencing the acquisition of knowledge and emotional control.
The relationships between time, social processes, and individual psychological processes have long been of interest to social scientists. However, the various concepts associated with time often overlap, creating a kind of confusion. That is, there is a tendency in the literature to use the terms time perception, time orientation, and time perspective interchangeably. Therefore, although many studies have combined these concepts together, it is useful to make some subtle distinctions between them.
Time perception refers to a sense of time and is defined as the subjective aspect of objective time (Hornik, 1984). Actual and perceived time can differ between individuals because subjective time perception uses an ‘internal clock’ to measure objective time. For example, we perceive the duration of unprecedented or stressful situations differently and routine situations of the same duration differently. Within the general area of time perception, there are three main aspects of ‘psychological time’: sequence, duration, and temporal perspective (Block, 1990). Sequence allows us to use our perception of time to identify the temporal order of events, duration allows us to perceive the length of time an event lasts, and temporal perspective is the cognitive perception of the past, present, and future.
The temporal perspective, although often used as a synonym for temporal orientation, is seen as a broader concept and refers to the complex cognitive structures that characterize the way in which an individual plans, accesses, evaluates, and organizes events that take place in different periods of time. The temporal perspective generally refers to the processes involved in manipulating and evaluating information regarding time. Time orientation, on the other hand, is a more bounded concept that involves behaviors that are influenced by thoughts, emotions, and motivations but in a discrete time domain (Strathman & Joireman, 2005). Time orientation is a distinct variable for each individual that predicts, motivates, and influences an individual’s behavior and thinking in relation to the past, present, and future (Nuttin, 1985).
Although variations in temporal orientation are found among individuals from the same culture (Hill et al., 2000; Zimbardo & Boyd, 1999), an individual’s temporal orientation is believed to be largely a product of the social value system (Graham, 1981; Levine, 1997), allowing for broader categorization according to individuals’ temporal preferences with respect to the future, present, and past (González & Zimbardo, 1985). The consideration of different temporal orientations as derivatives of the reasoning process has led to several different models of attitudes and perceptions toward time, describing behaviors and their consequences at both the individual and societal levels.
The theory of cultural dimensions developed by Hofstede (see Hofstede, 1980, 1991, 2011; Hofstede et al., 2010) as a framework for understanding cultural differences between countries is an important case. According to long-term versus short-term normative orientation, one of Hofstede’s (1991) cultural dimensions,8 societies differ in how they tend to follow a particular temporal direction. The distinction lies in the fact that some cultures are future-oriented, whereas others tend to prefer or strive to secure the present. Specifically, Hofstede uses time orientation to attempt to explain the differences between Western and Eastern societies, distinguishing between short-term and long-term oriented cultures, based on the idea that culture can encourage or discourage the delayed satisfaction or fulfillment of material, social, and emotional needs in members of society.
Long-term orientation in this analytical framework implies decisions whose outcomes have a long-term impact on human behavior and the prospects of societies (Hofstede et al., 2010). Societies with such mindsets emphasize elements such as perseverance, saving, long-term success, and adaptability (House et al., 2004). In contrast, a short-term orientation suggests a focus on the near future, with societies characterized by a lack of proper planning and investment and a goal of short-term success that sacrifices future resources for the present at the expense of future generations. The emphasis was on quick results. In the short-term orientation, material success and spiritual fulfillment are seen as separate processes requiring trade-offs rather than as a single entity (House et al., 2004). At the same time, respect for tradition and the difficulty of change prevailed. The values of a short-term society are tied to the past and present, and can lead to increased social spending, often in response to social pressures (Hofstede, 1980).
The hypothesis that societies have a positive correlation between delayed gratification and future prospects (Leshan, 1952), which is generally considered to be a prerequisite for social success, is difficult to reject. However, the dimension of long-term orientation (or Confucian dynamism) should not be understood as a conflict between the future and the past but as a middle ground that every society should aim to achieve (Nisbett, 2004). In other words, neither a complete orientation toward the present nor toward the future is desirable.
A more balanced temporal orientation would also be supported by Zimbardo and Boyd (1999) who, in their study of psychological time, have developed a theory of temporal perspective by constructing a (measurable) scale that distinguishes five types (subscales) of individual orientations as described by:	the negative-past, a pessimistic, negative, or deterrent orientation toward the past,

	the positive-past, a warm, emotional, nostalgic, and positive “construction” of the past,

	the hedonistic-present, the hedonistic orientation toward time and life,

	the fatalistic-present, the fatalistic, helpless, and hopeless attitude toward the future and life, and

	the future, planning, and achievement of future goals that characterize a general future orientation.9






Zimbardo and Boyd (1999) argue that these time orientations reveal the way in which experienced events are encoded, stored, and recalled, as well as the way in which individuals form ‘expectations, goals, contingencies and imaginative scenarios’ (p. 1271). The scale consists of a list of 56 items that measure individual differences in time orientation, or the tendency to focus on different directions of the past, present, and future. Zimbardo and Boyd (1999, 2009) found large individual and collective differences in individual subscales and aggregates, with a wide range of results demonstrating that time orientation depends on personal, social, political, cultural, economic, and other areas of life.
Temporal perspective theory suggests that cognitive processes shaped by temporal biases determine our view of the world and the relationships within it (Keough et al., 1999). Each individual has a unique combination of temporal orientations, with one perspective often dominating over the others. However, when individuals are strongly biased toward one of the five orientations, their behavioral responses appear to become part of their personality and become predictable (Gupta et al., 2012). By extension, when a particular temporal bias predominates, individuals may become dysfunctional because of an overemphasis on the past, present, or future (Boniwell & Zimbardo, 2004).10

What emerges is that there can be many benefits associated with a particular attitude toward time, but at the same time, exaggeration and attachment to one dimension of time can be associated with even greater costs (Zimbardo & Boyd, 2009).11 As a result, the need and importance of a healthy balance in one’s temporal orientation is emphasized rather than a single temporal perspective (Zimbardo & Boyd, 2009).
Balance from a time perspective, originally proposed as a theoretical concept by Boniwell and Zimbardo (2004), is considered essential for people to thrive and achieve good levels of psychological health. In particular, a balanced time orientation has been associated with various aspects of well-being and life satisfaction.12 Thus, although people conceptually have varying degrees of access to the three time zones (past, present, and future), the idea of a balanced time perspective13 is proposed as an idealized mental framework that allows people to flexibly change directions between their present, past, and future, depending on the data of social circumstances and personal demands and evaluations. For Boyd and Zimbardo (2005), the ideal combination plausibly involves a mix of perspectives combining the positive past, hedonic past, and future. Indeed, the reconstruction of the past and the anticipation of the future take place in the present (Zimbardo & Boyd, 1999, 2009), making the present perspective the key factor in a balanced temporal perspective (Seema & Sircova, 2013). However, the present is experienced directly and permanently, making it difficult to externalize and objectify.

Future and Time Orientation
The individual’s behavior in the present, through the manifestation of his/her motivation to achieve future goals, brings the concept of time orientation to the fore. An individual can be said to be future-oriented to the extent that he or she pays more attention to the future than to the present or the past. A future-oriented person thinks about the future and anticipates future consequences and plans for the future before acting. Among the various definitions that have been put forward, future orientation can be defined (Nurmi, 1991, p. 4) as “the human ability to anticipate future events, to give them personal meaning and to operate with them intellectually.” Future orientation is understood as a mental process in which the anticipated future is reflected in the perception of future needs and goals simultaneously embedded in the present situation.
Kastenbaum (1961) enumerated the following temporal dimensions of future orientation: (i) extension, how far in time one can see oneself; (ii) direction, the way, and space in which a person sees oneself going into the future; (iii) density, the degree of consistency of one’s views of the future; and (iv) consistency, the frequency with which one sees one’s future. These categories comprise an individual’s perception of his or her temporal orientation toward the future.
There are several approaches to how people think about the future.14 However, the most common approach to how people think and act in relation to a future time horizon is future orientation (Trommsdorff, 1986; Trommsdorff et al., 1982). Future orientation can be viewed as a collection of schemas, attitudes, and assumptions based on past experiences. Past knowledge interacts with incoming information from an individual’s environment to form expectations about the future, set goals and aspirations, and give personal meaning to future events (Nurmi, 1991; Trommsdorff, 1986). These cognitive derivatives then guide future-oriented behavior, shaping aspects such as delay of gratification or future planning, and achievement-oriented behavior (Trommsdorff et al., 1979).
Future orientation is therefore a broad concept that is related to expectations, hopes and fears, thoughts and feelings, and goals, as well as the abilities and possibilities to fulfill them (Nurmi, 1991). Thus, it is a complex matrix of motivation and the cognitive and emotional processes of an individual (Nurmi, 1991; Trommsdorff et al., 1982). Motivation includes future goals, interests, values, and commitments on the one hand, worries, fears, and doubts about the other. The affective aspect of future orientation is associated with the driving forces of individual behavior, such as the psychological states of optimism and pessimism, while the cognitive process involves acquiring knowledge about time, anticipating possible future events, identifying future opportunities, and planning and making decisions based on the future.
The synthesis of knowledge, individual motivation, and values derived from past situations defines future goals (Strathman & Joireman, 2005). Once future goals have been identified, individuals must determine ways to achieve them. This requires an individual’s ability to identify future opportunities, plan strategies, and possibly shape behavior (Nurmi, 1989a, 1991). Awareness of future opportunities is, of course, central to effective planning and decision-making, while the individual’s capacity for cognitive perception and projection into the future provides the basis for future orientation. By developing these capacities, individuals can improve future planning based on information about general developments and, in particular, opportunities that are favorable to personal development.
An individual’s process of predicting the future is based on knowledge, beliefs, social influences, and experiences gained throughout life (Nurmi, 1989a, 1989b, 1991). It is an individual’s subjective prediction that forms the basis for evaluating the future. Each individual develops a set of evaluative tools to process information about the future and possible challenges (Nurmi, 1989a, 1993). The sources of such information for adolescents include family and friends, schools, media, and social networks. Such information diffusion mechanisms influence an individual’s predictions and, ultimately, their future goals.
More specifically, one perspective concerns the possibility of using these resources to create a more optimistic attitude toward the future (Nurmi, 1991), which can have a strong influence on future orientation (Scheier & Carver, 1985). Under such conditions, individuals form the belief that they will be able to largely control the factors that affect their lives in the future, as optimistic attitudes generally generate positive expectations and a belief that things will turn out in their favor. A hopeful and meaningful sense of the future has also been associated with positive outcomes (Nurmi, 1989b, 1991; Seginer, 2009).
Knowledge influences plans and strategies and successful planning requires adequate knowledge of future options. However, cross-cultural and historical changes that reflect an individual’s thoughts and actions regarding the future can occur at different stages of human life. According to Nurmi (2004), each stage of life that we experience presents specific challenges and opportunities that shape the way we think and act. Age can also differentiate our ability to evaluate time, with attitudes toward time changing over the years (Block et al., 1998; Coelho et al., 2004).
Therefore, many aspects of human life are characterized by different sociocultural structures that correspond to different life stages and establish predictable and socially identifiable ‘road maps’ (Hagestad & Neugarten, 1985). These structures influence an individual’s future planning in a variety of ways and can be described as developmental processes (Havighurst, 1948), role changes (Elder, 1985), and career efforts (Mayer, 1986), creating a set of opportunities in a given period of time, thus enabling the setting of long-term goals. What emerges is that actions for the future create the basis for directing people’s development and charting a particular course of life (Nurmi, 1993).
The projection of future representations and one’s sense of self, shaped by expectations and past experiences, forms what is known in psychology as ‘possible selves,’ i.e., possible images of oneself in the future. These images reflect an individual’s future positive or negative views of themselves and guide and determine their current behavior (Oyserman et al., 2004). Thinking about oneself in a desired future position provides dual motivation, as it motivates individuals to work toward the desired future goal while avoiding behaviors that jeopardize its attainment. It is believed that a particular action in the present can increase the likelihood of achieving future goals that provide value and create the conditions necessary to control behavior.15

Future orientation is embedded in every stage of human life development and has been linked to academic achievement (Horstmanshof & Zimitat, 2007) and retirement planning (Earl et al., 2015), among others. However, this is particularly important in times of significant change. Adequate planning for the future, together with an individual’s intellectual capacity, is a means to adapt to times of transition.16 On a more general basis, future orientation is promoted as the most beneficial, as it has been argued (Zimbardo & Boyd, 1999) that people who focus on the past are more likely to experience negative mental health outcomes, that people who focus on the present take more risks with potential effects on their physical health, and that those who focus on the future are more conscientious and proactive, taking into account the long-term effects.

Time Orientation and Decision-Making
Time perspective plays an important role in shaping motivation and goal setting (Lens & Tsuzuki, 2007), but more importantly, it determines personality traits, judgments, and decision-making style (Zimbardo & Boyd, 1999). The role of time is involved in many (if not all) of the decisions made on a daily basis, with individuals being asked to balance the benefits and possible negative consequences of all their actions in relation to the present and the future.
Preferences and choices in time can explain why some people make rational choices, whereas others behave spasmodically. Most importantly, however, it is important to note that in economics, the use of the concept of rational choice in the context of assessing and interpreting human behavior means making decisions based on increasing one’s subjective well-being and happiness, without limiting the analysis solely to wealth maximization, which is only a subset of well-being. At the same time, money is understood as a useful tool and a medium of exchange through which the value of goods can be quantified and compared. Modern economic thinking focuses not on wealth or money but on utility/benefit, the relative, subjective satisfaction that an individual derives from the enjoyment of goods, where one of the basic goods of the individual is time (each of which is obtained directly and indirectly through the enjoyment of other goods in the different dimensions of well-being).
The individual’s set of choices is thus identified with maximizing his utility, with the rejected choices offering less utility. For economists, all behavior, even apparently irrational behavior, is assumed to increase an individual’s utility if it reflects his choices. Since all people hypothetically have this principle as their ultimate decision criterion, all actions (should be) rational in light of the decision-maker. Economic theory does not judge the rationality of incentives nor does it distinguish between inferior and superior preferences, as would be the case in another utilitarian context.17

Like many coherent theories, the rational choice theory is highly coherent at its core. For example, future-oriented individuals have relatively greater utility than the choice of saving and smooth consumption over their lifetime. At the same time, however, it can be argued that coherence does not break down, even when rational choice theory is considered extreme.18

Time and time orientations are taken for granted at the core of an individual’s decisions. In economics, a key concept is that of time preference, that is, the current relative valuation of the value of a good in the present (or at an earlier time) compared with its enjoyment at a later time (Frederick et al., 2002). This process is naturally followed by some form of intertemporal choice, the kind of choice in which different actions lead to outcomes that occur at different times (Karwan et al., 1997). Temporal preference and diachronic choice are directly related to the concepts of time-discounting (Doyle, 2013) and long-term orientation (Hofstede, 2001). Time discounting refers to an individual’s general tendency to perceive a desired outcome in the future as less valuable than in the present. This was due to the time lag between present and future satisfaction. The same good today and tomorrow do not have the same value: the further away the enjoyment is in the future, the less valuable it becomes. In other words, individuals are willing to give up the present enjoyment of a good only if they are offered a greater quantity of it in the future.
In the simplest application of the model, there are two time periods between the two time choices.	(A)
the present corresponding to t = 0, and consumption of quantity P today,

 

	(B)
the future corresponding to t = 1 and consumption of quantity F later.

 





To find out which option is preferred, the person should discount the value of the quantity F, VF, and compare it with the value of the quantity P, VP. This discounting is done using a time preference parameter or, as it is known, Samuelson’s (1937) discount rate r του Samuelson (1937), which is used to derive the discount factor, 1/1+rt,r>0, and calculate the present value (PV).
The present value of the quantity F of the good is given by the following formula19:PVF=11+rt∗VF




Provided that PVF>VP, the person will prefer option A. What determines the choice is the discount rate. In the most trivial case, the discount rate can be the interest rate that monetarily rewards an individual to forego any form of wealth.20 The r. is generally considered to express all the psychological parameters of the individual in terms of the temporal preference for consumption of a good. A basic interpretation is that of a sense of present security versus future uncertainty. Time preference can generally be explained by impulsivity and the psychological tendency toward immediate gratification. The forces vary from person to person. Thus, in any intertemporal decision, individuals apply their own subjective discount factors. It follows that a more future-oriented individual will be characterized by a relatively lower r.21 These individuals are generally considered to be more willing to make decisions that reflect a less myopic (or spontaneous) time orientation.22

If the individual is rational, then any exchange from one period (today) to another (in the future) and vice versa should lead to an increase in his utility. Such an exchange should be made consistently across all available options and should be based on improving the individual’s situation, given his temperament. In real life, such exchanges are continuous and innumerable, spanning several time periods. In order to make a rational choice, the individual is required to equilibrate with the temporal choice that offers the highest utility over the alternatives. The individual is thus assumed to compare all possible “future paths” of his decisions, weighing future and present consumption satisfaction, which ultimately requires him to discount each possible set of intertemporal choices on the basis of his temporal preferences.
This process, if not chaotic or impossible, is extremely complex and requires constant trade-offs between present and future satisfaction. This means that most decisions require decision-makers to trade off costs and benefits at different points in time. For this reason, economics has been described as the science of ‘trade-offs’ (Strathman & Joireman, 2005). Many trade-offs and exchanges involve a combination of different resources, including, of course, time. However, time increases the level of complexity in economic analysis because there is no simultaneous exchange of resource data, as in a static world. Economic theory has therefore established the use of probability and expected utility to compare intertemporal choices and then show how individuals decide and maximize their utility in an environment of uncertainty.23

Although simple in concept, the theory of time preference can explain and predict behavior. In particular, discounted utility models have been used to describe how people make long-term decisions on a range of issues, such as saving, work, and health care. By extension, they are also useful tools for public policy, as policy decisions on spending on research and development, health, education, and many other areas of public interest depend on the discount factor that dominates individuals’ long-term preferences.
Moreover, it is important to note that a stronger preference for immediate, smaller rewards (i.e., a higher discount rate, r) has been linked to a range of adverse outcomes, including lower earnings (Hampton et al., 2018), insufficient action on climate change (Emmerling et al., 2019), and increased engagement in risky behaviors (MacKillop, 2011). However, the main message from the literature is that efforts to influence prevailing time preferences in society can steer decisions toward higher levels of well-being. Studies have demonstrated various ways to reduce individuals’ discount factors, such as an initial focus on the future (Sheffer et al., 2016), greater weighting of future generations (Weitzman, 2007), cognitive simulation of future experiences (Stein et al., 2016), and individuals’ interactions with visual representations of themselves in the future (Hershfield et al., 2011).
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Footnotes
1Typically, in the past, societies were organized around the rhythms of sunrise and sunset, with pre-industrial societies forming views of time that were often imposed by religious and other authorities. Now time is a mechanism essential to the smooth functioning of complex industrial society (Hall, 1983).
More generally, it has been suggested that the most fundamental difference in the perception of time historically has been between people who work “by the clock” and those who measure time by the flow of social events (Lauer, 1981). When people in a culture behave according to the social categorization of time and do not emphasize a schedule, they organize their days around various social events and participate in them until they reach their natural end—they begin and end when the participants mutually agree it is the right time (Levine, 1997). Such forms of societies are found today in countries of South America, South Asia, or Africa, as well as in countries with developing economies, where the need to adhere to clock time (e.g., an eight-hour workday, stock market opening and closing times) does not constitute a significant part of work habits.

 

2In fact, in developed, industrialized economies, where life is fast-paced and revolves around a clock, time is considered money. Civilized Western man has thus transformed time from an abstract, intangible concept into the objective, material substance of money (Levine, 1997).

 

3It is argued that industrialization has led to the increasing prominence of the clock as the primary mode of organizing society. This disciplining of the individual, according to Thompson (1967), is a product of the European Industrial Revolution. In this context, the imposition of synchronized forms of time and labor discipline is seen as an essential factor in the development of industrial capitalism and the creation of the modern state.

 

4For example, although there are exceptions in subgroups or at the individual level, the cultures of countries such as North America, Western Europe, or East Asia pay attention to the times of scheduled appointments, make sure their clocks are working, and get annoyed when others are careless with scheduled meetings. A key element here is the centrality of “clock time” in life. On the other hand, being late for an appointment or taking a long time to complete tasks is an accepted norm in many Mediterranean and Arab countries, for example. Developing societies tend to be characterized by a slow pace of life. Cultures that foster a more relaxed attitude toward time are also expected to be more family and socially oriented (Levine, 1997).

 

5A typical example is the Japanese, who, although they value time and punctuality, are characterized by a fast-paced culture that treats social relationships as very important.

 

6In the book of the same name, Hall (1959) argues that silence can sometimes convey clearer messages than actual words. According to this thesis, people in India are comfortable with sitting in silence for hours on end, unlike in the United States where silence causes uncomfortable feelings.

 

7According to Hall, monochronic cultures are found mainly among the peoples of North America and Northern Europe. On the other hand, examples of multi-temporal cultures can be found among the peoples of Latin America, Africa, and the Arab world. The perception of time in these societies is more closely linked to the natural rhythms of life and the seasonality of events.

 

8Hofstede’s (1980) original four basic dimensions are: (1) Uncertainty Avoidance, i.e., society's tolerance for the unpredictable; (2) Power Distance, i.e., the extent to which the less powerful members of organizations and institutions (such as the family) accept and expect that power is distributed unequally; (3) Individualism vs. Collectivism, i.e., whether societies are organized collectively or individually, or in other words, the extent to which people in a society are integrated into groups; and (4) Masculinity vs. Femininity, i.e., the emergence of characteristics in society that emphasize ambition, wealth acquisition, and differentiated gender roles versus those that emphasize nurturing behaviors, sexual equality, more “fluid” gender roles, and environmental awareness. Hofstede (1991), following the study of Chinese sociologists (Bond, 1991), added the fifth dimension, (5) Confucian dynamism or short-term vs. long-term orientation, and in 2010, in a replication of the original study, introduced the sixth dimension, (6) Restraint vs. indulgence (Hofstede et al., 2010), which contrasts the satisfaction of basic and natural human urges related to enjoyment of life and fun with the restraint or suppression of need satisfaction by regulating it through strict social rules.

 

9The orientation of individuals is revealed through questionnaires. Each subscale is described by a certain number of questions and the corresponding answers show the individual’s time preferences. A sixth orientation that can be included concerns the supernatural future (Boyd & Zimbardo, 1997), an orientation to the future beyond death that concerns people’s attitudes toward issues of posterity, worldview and the existence of an afterlife.

 

10For example, a strong focus on the present has been associated with addictive and risky behaviors (Keough et al., 1999; Zimbardo et al., 1997), while a strong focus on negative-past events has been associated with personality problems and the onset of depression (van Beek et al., 2010). At the same time, time perspective has generally been associated with well-being and enjoyment of life, among several other positive outcomes (Zhang & Howell, 2011).

 

11Characteristically, people who focus on the past are often described in terms of joy, gratitude, high self-esteem, and strong personal values. On the other hand, an attachment to the past can be associated with descriptions such as depressed, guilty, angry, vengeful, and resistant to change. Similarly, a focus on the present can be associated with strong social relationships, joy, sensuality, energy, and improvisation, but also with violence, anger, excessive fatalism, risk-taking, and addictive behavior. Similarly, a focus on the future can be associated with achievement, efficacy, healthy behaviors, and hope for change, but also with anxiety, social isolation, competitiveness, and unhealthy physical effects.

 

12Such aspects include happiness (Drake et al., 2008), positive mood and emotional intelligence (Stolarski et al., 2014), self-determination and gratitude (Zhang et al., 2013), mindfulness (Seema & Sircova, 2013) and temporal life satisfaction (Boniwell et al., 2010).

 

13The Balanced Time Perspective Scale (Webster, 2011) was developed as an alternative model to Zimbardo's Time Perspective Scale, aiming specifically to determine whether a balance in temporal orientation exists, or if individuals exhibit a bias toward the future or the past.

 

14Such examples can be found in studies of anticipated events (Crockett & Bingham, 2000), personal goals (Little, 1983), ways of solving problems (Strough et al., 1996), and determining one's personal identity (Bosma, 1992).

 

15For example, future orientation has been seen as a protective factor for children exposed to uncertain or dangerous environments (Wyman et al., 1992). This is because the hierarchy of alternative goals leads to the selection of a particular future perspective and the exclusion of other options.

 

16Typically, the transition from adolescence to adulthood is a critical period when decisions must be made about social groups, academic paths, career orientation, and whether or not to engage in risky behaviors (McCabe & Barnett, 2000).

 

17In Utilitarianism, John Stuart Mill (1871/1998) tries to show that utilitarians can distinguish between higher and lower pleasures. On the basis of this distinction, values cannot be measured and compared on a single scale, as in Bentham and as has prevailed in economic thought. For example, in today's terms, according to Mill's utilitarianism, a play could not provide the same or less utility than a video game, even if the individual had a firm preference for the latter, on the basis that a play appeals to our higher qualities and makes us fuller human beings.

 

18For example, drug users can be said to be highly present-oriented and to increase their utility by making choices that reflect their preferences. The same logic can be applied even in cases of absolute common-sense strangeness.

 

19Note also that the model can be extended to include t=N time periods with the discount factor, 1/1+rt, decreasing exponentially as we move further into the future. This is interpreted as meaning that the further away we are from consuming a good, the less value we place on it. The present value of the F, PVF, in this case, is the sum of the individual present values of the PVFt for each t=1...N.

 

20The discount rate can be thought of as representing the rate of return that an individual could receive by investing P today in order to end up with a value greater than P at the future (final) time. In this way, the willingness to trade between the future and the present can be measured and applied systematically to all time exchanges.

 

21The present value of VF, PVF, will in this case be relatively greater than that of an individual with a larger discount factor, say r′>r, since 1/1+r>1/1+r′, hence PVF=VF/1+rt>PVF′=VF/1+r′t, implying that individuals with a relatively low discount parameter value future outcomes more (at the moment). An alternative way of showing this is to find the future value of VP, FVP, for each coefficient. This is obtained by simply inverting the discount factor. So we have r′>r, so 1+r′>1+r, so FVP′=VP∗1+r′t>FVP=VP∗1+rt, which means that people with a relatively high discount factor will value current outcomes more (in the future).

 

22For example, many people prefer to save and spend less today in order to enjoy a holiday in the near future, buy a house in the medium term or even in the longer term to have more resources when they retire. As a result, many decisions are made on a daily basis, consciously or unconsciously, that require cost-benefit analysis over time and have implications for the near and distant future.

 

23In their book The Theory of Games and Economic Behaviour, John von Neumann and Oscar Morgenstern (1944) developed mathematical models to study the economic behavior of individuals under uncertainty. By studying the motivations of individuals, they wanted to show that their hypothesis that individuals make decisions under uncertainty based on expected utility (EU) could be derived from the basic axioms of rational behavior. This idea led to the development of theories of expected utility (Mas-Colell et al., 1995).
The most illustrative relevant example found in microeconomics textbooks (see Nicholson, 2005) concerns the case where the individual, with wealth cap W, is given the opportunity to participate in a ‘fair’ game in which he has a 50–50 chance of winning or losing an amount h. This means that his utility from his wealth is U (W) while his expected utility is:EUW=1/2∗UW+h+1/2∗UW-h
 (9.1)



But because of the assumption that individuals increase their utility with each increase in wealth, but at a diminishing rate (diminishing marginal utility of money—concave utility function in terms of wealth), it follows that:UW+h-UW<UW-UW-h
 (9.2)



In other words, winning at the game makes the person feel less happy than sad when he or she loses. Relationship (9.2) can be rewritten by transposing the terms as follows:UW+h+UW-h<2∗UWor1/2∗UW+h+1/2∗UW-h<UW
 (9.3)



So, from (9.1) and (9.3) it follows that:
EUW<UW
The latter relationship implies that the individual would refrain from participating in such a game because his expected utility is lower than the utility he already has, even though the expected value (EV) of wealth is the same as it would be without the game:
EVW=1/2∗W+h+1/2∗W-h=W
In fact, the person is willing to pay up to a certain amount (less than h) to avoid participating and the risk involved (which explains why people pay premiums). People who avoid fair bets are said to be risk-averse. Risk aversion can be measured and the most commonly used measure was developed in the 1960s by Pratt (1964). The degree of risk aversion (derived from the slope of the utility function) is thus related to the discount factor and the time decisions of individuals.
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Introduction
The decisions and behavior of individuals depend to a large extent on how they view the future, and any attempt to predict the future is, to a greater or lesser extent, shaped by subjective perceptions of the paths it may take. Whatever means or tools humans use to predict the future, their judgment cannot be entirely rational and objective, and so the attitude they have toward things and possible developments determines their view of the expected outcomes and thus their actions.
Regardless of what actually happens in the future, people's attitudes toward it are related to their interpretation of events and expectations for the future. Many people show a tendency to think, feel, and behave in an unbalanced way about most aspects of their lives and about what the future holds for them: they tend toward one of the two ends of the optimism-pessimism spectrum.
This unbalanced bias is often found in the field of economics, where for centuries economists have held opposing views about the future, present, or even the past of economies. The diversity of related optimistic and pessimistic views focuses in particular on burning issues related to labor, capital, income, and its distribution, and the evolution of critical trends such as the development of capitalism, technological progress, and climate change, among others, which, as we will see in the following chapters, have structured the past, are shaping the present, and will determine the future of humanity.
Of course, ideology, psychology, cultural and social background, and the general perceptions that the person studying economic phenomena may have guided his/her predictions toward certain positive or negative outcomes. Thus, the past enters into expectations through biologically and socially shaped elements of the individual's personality that characterize him or her as optimistic or pessimistic.
However, it is not the inputs that are of interest here, but the outputs of people's optimistic or pessimistic attitudes toward our collective future, which de facto define alternative futures. Therefore, in this chapter, after analyzing optimistic and pessimistic attitudes toward the future (Sect. 10.2), we take a closer look at optimistic (Sect. 10.3) and pessimistic attitudes toward the future of economies and societies, and the different outcomes they imply (Sect. 10.4).

Optimistic and Pessimistic Attitude Toward the Future
Operational definitions of optimism and pessimism refer to the expectation or prediction of negative or positive outcomes from future events (Carver et al., 2010). Pessimism and optimism can be understood as a psychological process or state and an ambiguous position. Optimism is an attitude that reflects a belief or hope that the outcome of a particular endeavor, or of developments in general, will be positive, favorable, or even desirable. To be optimistic about a situation is to expect it to turn out well.
An optimistic person, who generally has a favorable view of the future, sees positive things everywhere and perceives a world full of potential opportunities. Obstacles and failures are perceived as exogenous, temporary, transient, and manageable. Studies have shown that people with more positive expectations cope better with adversity (Chang et al., 2020), while at the same time, it has been argued that an optimistic attitude promotes physical and mental health (Bouchard et al., 2017; Peterson & Bossio, 2001).
Pessimism, on the other hand, is generally associated with lower levels of happiness and life satisfaction (Segerstrom et al., 2017). Pessimism causes one to take a negative view of circumstances and events, constantly expecting an unfavorable outcome. Pessimistic people focus primarily on the negative aspects of everything around them, and their lack of hope and belief in the futility of things also implies a more passive attitude toward potential challenges. In contrast to optimistic people, who use more flexible and adaptive strategies to deal with challenges, pessimists form more unfavorable scenarios, whose main characteristics are doubt, insecurity, and thus, less perseverance and lower chances of achieving goals (Carver et al., 2010; Nes & Segerstrom, 2006).
If we consider which of these two attitudes toward the future a person would ideally like to have, he or she would clearly prefer the optimistic one. However, in practice, adjusting emotions and thoughts to achieve an optimistic attitude toward developments is not a simple task. Its formation, and thus the way in which situations and expectations are dealt with, is largely the result of past experiences (Scheier & Carver, 1985). Optimism is generally considered to be socially and biologically inherited (Bates, 2015; Schulman et al., 1993), as it is shaped to some extent by environmental factors, such as family, but at the same time reflects biological characteristics.
Regardless, success rests on a delicate balance between optimism and pessimism. In fact, a negative attitude toward life, excessive worry, and energy invested in potential risks lead to similar judgments and poor decisions. On the other hand, excessive optimism is also associated with poor decisions, as it can, for example, encourage someone to take ill-calculated risks with disastrous consequences (Kahneman, 2011). This follows from the hypothesis of unrealistic optimism (optimistic bias), a fundamental property of thought (Weinstein, 1980) shaped by a variety of unconscious biases that lead to a completely pleasant view of the future. Excessive optimism may be common; however, because predictions of a bright future do not have a higher formulation cost, it is easier to predict a bright future, but are reasonably more palatable than gloomy predictions (Shepperd et al., 2013; Weinstein, 1980).
The tendency to be optimistic rather than realistic is particularly evident when considering our personal futures (Sharot, 2011). This is particularly pronounced during periods of social exuberance. Economic history teaches us that the prevalence of overly optimistic attitudes in society can have temporarily beneficial macroeconomic effects, leading to short-lived periods of economic boom but at the cost of a subsequent recession that often takes on the dimensions of a financial crisis.1 Thus, the optimal balance on the optimism-optimism continuum at each level requires a cautiously optimistic stance that is firmly grounded in reality (Wallston, 1994).
People tend to think either optimistically or pessimistically, but at the same time, most have an optimistic attitude in some aspects of life or on a personal level and a negative attitude in other aspects or on a societal level. Many will also change their perspective on the subject throughout their lives as their circumstances change. Finally, an optimistic attitude is a product of learning (Vaughan, 2000). Thus, this dichotomy may not be strict but rather refers to different, often conflicting, ways of thinking that are conceptualized along a continuum with many degrees of optimism and pessimism. However, the discrete conceptualization and division of people into optimists and pessimists prove to be particularly useful tools for understanding the different patterns of perception and behavior between different polarities, especially with regard to thinking about the future.
An important application of this can be found in the polls conducted worldwide by Gallup International since 1977, which measure people's expectations for the near and longer-term future. The most recent data on the general and economic situation of the country expected for the coming year2 show a slight decrease in optimism for 2022 compared to 2021 (Gallup International, 2021).3 Globally, there has been an increasing trend of optimism from 2008 (high pessimism history of the last two decades) until 2015, followed by a downward trend, both in the assessment of the general situation (Hope Index) and in terms of the estimated economic situation (Economic Prosperity Index).
It is worth noting the generally negative relationship between high levels of optimism and high levels of growth in countries (Gallup International, 2018, 2021), a feature of Western European countries. On the other hand, people in developing regions often report being happier4 and more hopeful. This paradox can be explained by the fact that economic growth is not usually the only determinant of national optimism. Among other things, population characteristics such as age or perceptions of future growth potential affect levels of happiness. At the same time, the relative pessimism of people in richer countries may reflect a psychological parameter: the fear of losing what you have is often greater than the fear of not having it.
The psychosynthesis of the individual lies at the heart of the formation of an optimistic or pessimistic attitude toward life (Vaughan, 2000). There is a common saying about how optimistic and pessimistic individuals perceive a glass of water as half-full or half-empty. Optimists, pessimists, and their associated expectations and evaluations often involve different views of the same situation, an observation that, as we shall see below, is particularly evident in the perceptions that prevail in the field of economics. Most people would agree that the world faces a number of problems and challenges, but the ways in which they are characterized, diagnosed, understood, and dealt with are fundamentally different.
Optimism for Dator (2011) may be an irresponsible attitude in times of critical developments, but so is pessimism because a negative turn does not mean the end of history. The willingness to change is the key to meeting the challenges of the future. Ultimately, it is not the optimistic or pessimistic attitude that matters, but the quality of the response (Ramos, 2011). If optimism leads to proactive, confident action, or pessimism leads to action for change, then the quality of the response is high. Conversely, if optimism leads to overconfidence, denial, or complacency, or pessimism leads to fatalism and inaction, then the quality of the response is low.
Ultimately, social progress requires a sense of action rooted in an understanding of social change coupled with a rational but transcendent vision of the future, regardless of where we are on the optimism-pessimism spectrum (Polak, 1961). This vision of the future, as an active cultural dynamic, can create coherence and energy to move societies toward preferred visions.

The Optimists
The starting point for any optimistic view of the future of societies is history and, in particular, the argument that gloomy predictions about the future are not unprecedented. Indeed, if we look back over decades, centuries, or even millennia, we can find a plethora of assessments of a bleak future (Ashe, 2001), with many examples of pessimistic accounts of the course of the world from religious to scientific figures throughout the ages. However, humanity has not been led to catastrophe, but to continuous, though not linear, improvement. While conditions may not have been favorable in a small period of a long history, the big picture (it can be argued) shows us that human progress has been astonishing, with benefits not limited to the few.
A famous historical thesis against the economic pessimism that prevailed during the Great Depression is Keynes's () estimate that a century from now (i.e., in 2030), living standards in economically advanced countries would be "four to eight times higher than they are today (p.326)," i.e., compared to 1930. Historically, this optimism has generally been vindicated. Many more people around the world now have higher standards of living, longer life expectancies, better education, more job opportunities, and better prospects for their children. Thus, the victory of big bets such as poverty seems relatively close. One optimistic belief is that a century from now, the complete eradication of absolute poverty in the world will have been achieved (Mas-Colell, 2013).
How can one not be optimistic about the future of the global economy, especially when opportunities and means for progress are even greater today? One interpretation from an optimistic perspective is found in a combination of the negative psychological predisposition of humans, which makes them socially pessimistic, on the one hand, and the frequent ignorance or underestimation of past achievements and developments in the present, on the other (Roser & Nagdy, 2014).
Optimistic scientists see successful growth and continued positive prospects in all areas of society and the economy, at least over the long term. The continuing rise in living standards, steady improvement in productivity, generally increasing benefits of innovation and technological development, and new possibilities for dealing with climate change are just a few examples.
Optimism about tackling the environmental crisis is expressed at many levels of analysis and with varying degrees of complacency, either based on the various mitigation mechanisms of climate change, or denial that it is significantly caused by human activity, denial that it is a serious and urgent problem, or even denial of the reality of climate change (Nordgren, 2021).
In particular, for many economists, the emergence of environmental challenges is not a major issue because they do not see global climate change as imminent or believe that the economy is flexible enough and that human ingenuity is capable of mitigating any negative impacts on the economic system (Whaples, 2016). For example, optimistic projections suggest that renewable energy will be cheaper than fossil fuel energy sooner than estimated (Wood, 2021) and that zero emissions targets will be met by 2050.
Any optimistic view of the future focuses on human technological potential. While there are many reasons for optimism about the future of the global economy, they can be summed up in the fact that optimists expect constant technological progress given the right incentives. It is argued that the effects of new technologies will be similar to what humans have reaped in the past (Brynjolfsson & McAfee, 2016). This optimism stems from a belief in the limitless potential of technological innovation to meet the growing demands (energy, environmental, digital, and health care) in the future. At the same time, continued population growth is also an optimistic message to many, as it translates into more minds that can provide even more impetus for innovation (Whaples, 2016).
Optimists believe (Dervis, 2014) that the surge in technological progress heralds a future characterized by, among other things, automation and intelligent machines that will be near perfect substitutes for low- and medium-skilled workers, freeing people from tedious and exhausting tasks while significantly increasing productivity in various sectors of the economy. Innovation is transforming economies, and new developments are expected to continue boosting productivity despite delays in the adoption of new technologies due to structural and institutional factors.
From an optimistic perspective (Qureshi, 2016), any slowdown in productivity growth can be explained by a slowdown in the diffusion rate of new technologies in the economy. It is argued that total factor productivity (TFP) will improve again with a new wave of technological innovation (Whaples, 2016), as happened historically with the first three, with steam engines and transport, electricity and the internal combustion engine, and computers and the Internet (Field, 2011). According to Solow (2013), a range between 1.2 and 1.6 annual percentage growth in TFP could be a plausible scenario in the twenty-first century.
At the same time, optimistic positions (Rodrik, 2014) see the great divide that emerged after the Industrial Revolution–dividing countries into rich and poor–closing or even overlapping in the future, with the benefits of progress spreading to lagging parts of the world. Progress relies heavily on economic growth and nations that are falling behind are viewed as having significant untapped potential. The disadvantaged starting position of less developed economies, combined with their lack of appropriate institutions and policies and human capital development, and thus the untapped potential of economic globalization, can only be a favorable condition for a better future. An optimistic view of globalization views a unified world economy and free trade as key factors in increasing prosperity. The transfer of capital and technology, investment and wealth creation, education and training, and the stimulation of entrepreneurship, employment, and productivity are some of the results.
In theory, economic growth is positively correlated with all the above optimistic estimates. A decades-old optimistic assumption taken as a universal truth in economics, based largely on the conclusions of neoclassical growth models developed in the post-war golden age of capitalism, is expressed in the view that economic growth is a continuous process that will last forever (Gordon, 2012). This assumption provides a continuous feedback loop of optimism regarding the future of the global economy. In the first chapter of the edited volume ‘In 100 years: Leading economists predict the future’ (Palacios-Huerta, 2013), the general conclusion is that economic growth may indeed be the norm rather than a historical trend, concluding with the assessment that (even today) we can say that in 100 years, under certain circumstances, "our grandchildren will also be writing about how uninterrupted growth was in the last century" (Acemoglu, 2013, p. 27).
Forecasts of future growth are often more optimistic than those justified by past international experience, with optimism increasing with the length of the forecast horizon (Ho & Mauro, 2014). In this context, Beaudry and Willems (2022), who examine the International Monetary Fund's forecasts for all member countries over the period 1990–2018 to determine whether and to what extent future growth has been affected by overly optimistic heads of mission-leading member countries, find that overestimating average annual GDP growth is capable of slowing the actual GDP growth that would be observed three years later.5 Their results also show an increased likelihood of fiscal problems and banking/financial crises in countries (especially those with weaker institutions) where previous growth forecasts were overly optimistic.

The Pessimists
Many people, especially those in the developed world, often have a negative view of how the world has changed in recent decades or even in previous centuries. At the same time, many are pessimistic about the prospects of the collective future. At the heart of pessimistic views about the future of the global economy is the idea that humanity's continued progress is, in the long run, infeasible, arbitrary, or unsustainable. From this perspective, economic growth cannot be considered an endless process. Moreover, it is anticipated that future analysis will reveal that the comparatively high growth rates experienced globally in recent decades are merely an anomaly rather than the norm. Generally, pessimists believe that the rapid progress of the last 250 years may turn out to be a unique episode in human history (Gordon, 2012).
According to Krugman (1994), the low growth rates of the 1970s and the 1980s in the US economy were a harbinger of a new, more pessimistic future in which the usual positive expectations of a better future would come to an end. The average American citizen’s standard of living could not continue to improve at the rates to which he or she had become accustomed in the past, mainly because of the marked slowdown in the productivity of the American economy. The 2008 financial crisis unveiled widespread skepticism about the economic landscape and sustainability of modern capitalist systems. However, for many pessimists, the 2008 crisis masked a long-running, deeper, and more troubling crisis that could explain the flat, if not negative, performance of the global economy.
Cowen (2011, 2013) argues that technology will not have the same impact on progress as in the past. He thinks that the straightforward discoveries humans could make have already been accomplished, rendering future breakthroughs significantly more challenging. Similarly, Jones (2009) believes that innovation will decline significantly in the future, as emphasis on education and knowledge accumulation will work against the ability to produce new innovations, which have traditionally been the product of an individual empirical process rather than collective research. On the one hand, economic pessimism about the future is based on the fact that technological progress will slow down due to the increased costs of innovation, and on the other hand, on the fact that the impact of recent and future innovations on productivity will be less significant than those that have historically preceded them (Cowen, 2011; Gordon, 2016).
After two centuries of innovations that have transformed the world and driven growth and development, pessimistic estimates suggest that human progress is slowing. Gordon (2016) argues that the high economic growth rates of the last century reflect the technological achievements of the second phase of the Industrial Revolution (1870–1900), due to the discovery and use of 'general purpose' technologies such as electricity, the internal combustion engine, radio and telephone, or chemicals and oil. It also argues that the third phase of the Industrial Revolution (the development of information technology), which began around 1960 but really took off in the 1990s, did not have the same impact.
It is generally accepted that productivity has declined since 1970 (Gordon, 2012). At the same time, it is argued that while productivity growth may have been noticeable from the mid-1990s to the mid-2000s, much of the fruits of innovation had been consumed by then, and subsequent changes were incremental but not transformative (Fernald, 2014). Thus, pessimists argue that the various drivers of growth in the twentieth century have done their work and that new technologies do not have the potential for a similar rejuvenating economic effect in the future. Indeed, this decline in technological capacity is thought to explain the longstanding slowdown in real income and employment growth in the developed world, a development that bodes ill for society’s future.
Going forward, according to Rodrik (2012, 2014), there is not much room for growth miracles because the global economy has entered a new phase in which future growth will not resemble the growth of the past. At best, it will be slow and difficult to achieve. He argues that, historically, industrialization and industrial exports have been the most reliable drivers of rapid and sustained growth, with all the successful economies of the past six decades owing their growth to rapid industrialization. In contrast, high-productivity services require a wide range of conditions, such as human capital skills and institutional quality, which are elements that developing economies are only gradually assembling (Rodrik, 2012). Developing countries can easily compete with developed countries in the manufacturing process, but it can take centuries to acquire the same institutions.
Rodrik's growth miracles have almost always been driven by labor-intensive exports, with such a repeat unlikely in the new global economy due to technological and structural changes. The growth pattern of resource-rich countries, such as those on the African continent, is capital-intensive, and very few have experienced high and sustained growth rates (Rodrik, 2014). At the same time, according to Rodrik (2011), there may be convergence between poor and rich economies in the future, as developing countries are likely to continue to grow faster than developed countries; however, this will be due to lower growth rates in the latter.
A distinction between optimistic and pessimistic economists, since the era of classical political economy, concerns those who advocate the position of a harmonious society that promotes the common good, as opposed to economists who focus on class conflicts in capitalist society, leading to the description of economics as a "dismal science" (Dasgupta, 2022). Many pessimists argue that when capital becomes a close substitute for labor, as expected, while technology develops, inequality within societies increases as greater wage differentials emerge between highly skilled workers and other workers. At the same time, this seems to be exacerbated by a sustained increase in the share of profits in total income (Piketty, 2013, 2014).
More generally, pessimists argue that the growth of capitalism and international trade has led, among other problems such as environmental degradation, to an increase in global inequality, as the benefits are not shared equally across economies, but increase the wealth of the strong economies at the expense of the weaker ones. Although people in many countries are now living above the poverty line, it is emphasized that there is a risk that we have reached or even exceeded the limits of addressing the problem, as the rate of global poverty reduction has begun to slow, with most of the poor living in countries where per capita income growth is stagnant (Kharas, 2019). At the same time, it is estimated that these countries will suffer more than high-income countries in the future owing to the unequal distribution of damages from a failure to address climate change in a timely manner.
Gordon (2012) argues that rising income inequality and a number of other 'headwinds'—such as aging populations, the limits of educational attainment, the evolution of globalization, and energy and environmental challenges—will amplify the impact of slowing technological progress on the potential growth of advanced economies. In general, pessimists envision a world in which population growth is caught in a Malthusian trap, increasing demand for scarce resources leads to resource depletion and wars, and increasing production capacity leads to further pollution and global warming (Lomborg, 2013).
Much of the scientific community seems pessimistic about the sustainability of future development, as it is argued that a permanent and absolute decoupling of development from the use of mineral resources is not possible on a global scale (Nordgren, 2021). At the same time, a successful transition to renewable energy is becoming less likely because of strong vested interests in the fossil fuel industry (Schröder & Storm, 2018). The most pessimistic estimates describe disruptive and uncontrollable levels of climate change with catastrophic impact (Nordgren, 2021). Pessimism goes so far as to predict inevitable social collapse (Bendell, 2018), suggesting that humanity should realistically focus on adapting to climate change rather than mitigating it (Scranton, 2015). In addition to more intense weather events and an increase in natural disasters, pessimists predict that climate change will bring waves of climate refugees, reduced global food security, the spread of disease, and increased socioeconomic tensions (Nordgren, 2021).
In conclusion, pessimists argue that what has worked in the past is not sustainable and will not work equally well in the future (Kharas, 2019). This is because human intervention, while providing material progress, comes at an increasing cost to nature and humans themselves. Thus, for pessimists, the progress made so far is not a sufficient reason for satisfaction, as the state of the global economy and global commons will deteriorate, the vulnerable will grow and suffer more, and the necessary achievement of sustainability goals is not in sight for the future.
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Footnotes
1The endless optimism about the steady rise of real estate prices in the US economy in the 2000s until the outbreak of the subprime mortgage crisis, which ultimately led to the global financial crisis of 2008, is perhaps the best-known case in point.

 

2The questions that respondents were asked to answer in the 2021 study (Gallup International, 2021) are the following three:	i.
As far as you are concerned, do you think 2022 will be better, worse or the same as 2021?

 




	ii.
Compared to this year, in your opinion, will next year be a year of economic prosperity, economic hardship or will it remain the same for your country?

 




	iii.
In general, do you personally feel very happy, happy, neither happy nor unhappy, unhappy or very unhappy with your life?

 






 

3The corresponding views for 2022 refer to respondents’ estimates at the end of 2021. Similarly, estimates for 2021 were made at the end of 2020.

 

4In 2021, the top 5 countries on the happiness index are Colombia, Kazakhstan, Albania, Malaysia, and Azerbaijan (Gallup International, 2021).

 

5The theoretical argument behind this finding is that many governments use GDP estimates to determine their fiscal or monetary policies (e.g., how much debt to accumulate or how much budget deficit to run), which have medium-term implications for economic activity. Similarly, the behavior of firms and individuals could be sub-optimal due to the false sense of security and increased risk-taking that an over-optimistic GDP estimate implies.
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Introduction
Megatrends1 are those long-term drivers of change that are observable today, have a long-time horizon, and are expected to have a significant impact on society. However, their impact is not confined to a single country or sector. Although megatrends are considered to be decisive factors in shaping future societies, their emergence is not easy to predict, but once in place they do not easily change direction.
In essence, they are major social, economic, political, and technological changes that take a long time to emerge; however, once they do, they affect us for a long time. On the one hand, they have far-reaching effects that contribute to multidimensional transformations in all subsystems of society (political, economic, and environmental); on the other hand, they have a strong influence on all their individual structural parts, be they individuals and their behavioral patterns, companies and organizations and their strategies, or governments and their policies.
In short, megatrends affect the whole world and permeate horizontally through society, the economy, and the political sphere. As powerful transformative forces, they can change the trajectory of the global economy by shifting societal priorities, driving innovation, and redefining global geopolitical constructs.
Those who want to secure the best possible position in an uncertain future therefore need to stay ahead of these developments, carefully explore their multiple potential impacts, and incorporate them into their plans. Megatrends also enrich scenario analysis and foresight as a learning tool. Studying the evolution of megatrends thus helps us understand the changing world in which we live and prepare more effectively for the challenges that lie ahead.
However, megatrends do not develop in a vacuum, but evolve simultaneously and with varying intensity alongside the occurrence of many other changes of lesser importance, and interact at many levels of societies and economies. As a result, the evolution of megatrends creates non-linear coordinates and complex alternative future scenarios, making individual analysis and the task of mapping difficult, but also making systems thinking essential.
For these reasons, in this and the following chapters, qualitative and quantitative information will be drawn from a number of authoritative sources in the literature of various scientific disciplines and from recent studies by international organizations specializing in individual issues, in order to document the historical and current development of trends, but also to approach their future course on as solid a basis as possible.
This book brings together the most influential megatrends that are developing today and are expected to have a decisive impact on the future of humanity, grouping them into two general thematic chapters according to their social and economic nature. Of course, we cannot ignore the fact that each major trend, both in terms of the forces that drive it and in terms of its impact, cannot have a single nature or interpretation, since it emanates from and affects a series of dimensions, each of which touches, to a greater or lesser extent, the social, economic, and political worlds simultaneously. However, this distinction is preferred for the sake of delimitation, homogeneity, and regularity in the presentation.
Therefore, this chapter analyzes the main social dimensions and is structured as follows. First, the four main demographic trends are presented: urbanization, population growth and aging, and migration (Sect. 11.2). The evidence suggests that changes in the relevant demographic indicators are likely to have multiple effects, ranging from the evolution of economic variables to the organization of social systems and political behavior.
Since time immemorial, people have moved from rural to urban areas and from country to country around the world in search of better life opportunities or for reasons of necessity; this will certainly continue in the future. Population growth is an ongoing phenomenon that began to develop rapidly with the industrialization of societies, accelerated after the middle of the last century, and continues to this day. However, while the world's population continues to grow, many countries will simultaneously experience a decline in their population. In any case, perhaps the most important demographic change associated with the latter observation is the aging of the population, which is expected to intensify in many developed countries.
The trend of rapid technological change that humanity has experienced in recent years is then described with particular reference to its impact on the nature of work (Sect. 11.3). Technological developments, such as hyperconnectivity, artificial intelligence, robotics, and automation, are changing the nature and speed of scientific discovery and transforming production systems, causing powerful creative destruction and massive economic impacts. At the same time, however, they also raise security issues and clearly redefine the role of labor. This technological boom is reflected in the Fourth Industrial Revolution, which has been unfolding since the beginning of the 2010s, but also in a new wave of industrialization that has already emerged and is developing in parallel, putting people back at the center of production: i.e., the Fifth Industrial Revolution.
Finally, the analysis focuses on perhaps the most critical metric of all, climate change, and by extension the necessary transition of economies to a 'green' era of climate neutrality. Human activity and the increasing burning of fossil fuels for energy production over the past two centuries have been solely responsible for the development of the climate change megatrend (Sect. 11.4). The exponential increase in greenhouse gas emissions since the middle of the last century has led to a cumulative increase in global surface temperature unprecedented since before the Middle Paleolithic.
Worsening climate change is a given and implies increasing, widespread, and potentially irreversible damage to the natural environment, resources, and ecosystems, but also to human systems and ultimately to human existence itself. On current trends, and if countries do not take adequate mitigation measures, global temperatures are projected to reach unsustainable levels in the coming decades. Eliminating polluting forms of energy, decarbonizing, and using renewable energy sources is a one-way approach. However, countries' dependence on fossil fuels remains a reality, and intensive, coordinated efforts to tackle the climate crises are the order of the day.

Urbanization, Demographic Change, and Migration
The demographic imbalances created in the world by the growth of the world's population, the rapid aging or shrinking of the populations of developed countries, and the increase in migratory flows are completely changing the context of people's lives and the organization of societies, heralding a series of colossal social, political, economic, and health challenges in the coming decades.
Since the middle of the last century, the world's population has undergone a process of intense urbanization, creating a trend toward the concentration of people in urban centers that is still evolving today. In the coming decades, the level of urbanization is expected to increase in all regions of the world, although the growth of the global urban population is expected to be driven mainly by some developing countries (United Nations, 2019a). Overall, however, two-thirds of the world's population is expected to live in cities by 2050, twice the proportion in 1950, while the world's rural population, which has been growing slowly since 1950, is expected to peak in a few years (United Nations, 2019a).
Rapid urbanization has raised many social concerns. Certainly, urbanization has generally been a positive force for economic growth, poverty reduction, and human progress, at least in the long term. However, violent concentrations can increase the level of impoverishment in urban centers (Todaro, 1969). Historical trends show that massive urbanization can lead to unsustainable livelihoods, poor quality of life, increased crime, spread of disease, overcrowding, social inequalities, and degradation of the natural and urban environment (United Nations, 2015, 2020). Rapid and often unplanned urbanization can therefore pose serious risks, particularly in developing countries where existing infrastructure and urban planning conditions are inadequate (United Nations, 2015).
As urbanization increases, so does the demand for sustainable development and successful management of this phenomenon. Mass mobility in cities will require new organizational models and infrastructure, making urban governance and effective planning increasingly important. As with any major trend, urbanization, if properly designed and managed (e.g., meeting housing, public service, and infrastructure needs, improving connectivity and access to decent, formal employment), can reduce poverty and inequality levels by improving employment opportunities and quality of life, including through better education and health, reduced transaction costs, increased production in the secondary and tertiary sectors, and increased productivity in the economy.
In terms of population growth, the latest United Nations (UN) projections (United Nations, 2022) show that the world's population is expected to grow from 8 billion today to approximately 8.5 billion in 2030 and 9.7 billion in 2050. Rapid population growth is seen as both a cause and consequence of slow progress in the development of societies. Of course, population growth is partly due to a reduction in mortality. It is noteworthy that global life expectancy (at birth) reached a country average (with large variations between countries) of 72.8 years in 2019, an improvement of almost 9 years compared to 1990.
In today's terms, global population growth translates into increased food and housing needs, impoverishment, urban degradation, population movements, as well as increased energy needs, depletion of natural resources, and further environmental degradation (United Nations, 2019b).
However, population growth does not affect all countries, as an increasing number of countries are experiencing an internal population decline, dividing the world into two camps of population change. The populations of 61 countries or regions are projected to decline by 2050, because of significantly low birth rates2 and, in some cases, increased migration outflows (United Nations, 2022).
Low birth rates and increased longevity due to better living conditions have caused population aging, rather than population growth, the dominant demographic trend worldwide, especially in developed countries. The fact is that every country in the world is experiencing an increase in the number and proportion of older people in its population. In many countries, the population is shrinking and aging simultaneously, and the classic population pyramid (with many young people and few old people) seems to be a thing of the past (Kharas & Fengler, 2019). Globally, for the first time in human history, people over the age of 65 years are now the fastest-growing segment of the population (United Nations, 2019c). Some estimates predict a 45% increase in the number of people aged 60 and over worldwide by 2030 (United Nations, 2017), and in the longer term, projections show that one in six people in the world will be over 65 by 2050, up from 1 in 11 by 2019 (United Nations, 2019c).
Older populations are de facto vulnerable groups that require special attention (Dugarova, 2017; WHO 2015). Predictably, in aging societies, there is an increase in disease (Jaul & Barron, 2017), an upward shift in demand for health and welfare services (Ronald et al., 2008), and an increase in the social cost of paying pensions (Chand & Jaeger, 1996) when contributions to state funds are de facto decreasing.
Population aging therefore affects the dynamics of the economy primarily through a decline in labor supply and employment. At the same time, the human capital of an aging workforce is low, which translates into lower labor productivity (White et al., 2018) and innovation rates, further slowing economic growth, and labor force replacement (Haga, 2015).
In these circumstances, the burden on the working-age population is increasing, and fiscal pressures are being placed on the development and maintenance of healthcare, pensions, infrastructure, and social protection systems (Harper, 2014; WHO, 2015). Aging countries will therefore be called upon to take steps to adapt public programs to the growing number of older people by introducing universal health and long-term care systems, provided that they simultaneously rationalize and achieve sustainability of social security and pension systems.
On the other hand, many argue that aging populations will drive faster technological growth, with the effects of a shrinking workforce offset by automation and productivity gains. Many studies have also argued that the trend toward aging and shrinking populations will be beneficial for biodiversity conservation and ecosystem functioning due to projected lower levels of consumption (Götmark et al., 2018; Secondi et al., 2015). More generally, population aging is expected to have multiple impacts on societies that experience the phenomenon strongly. For example, another issue concerns the impact on average political behavior, as policy outcomes will be determined by people aged 50 and over due to their large numbers and high propensity to participate in political processes (Goerres, 2009).
In high-income countries, the employment gap created by declining and aging populations is expected to be filled by migration in the coming decades. In contrast, population growth in low- and middle-income countries will continue to be driven by an excess of births over deaths in the foreseeable future (United Nations, 2022).
According to available data (McAuliffe & Triandafyllidou, 2021), there will be approximately 281 million people living in a country other than their country of birth in 2020, representing 3.6% of the world's population. The number of international migrants has increased over the last five decades in proportion to population growth: 128 million more than in 1990, and three times more than in 1970.
Whether someone will migrate is also a matter of chance, as it depends to a large extent on where they are born and where they live.3 The most important reasons for international migration over time are connections to existing diaspora networks, the ability to move, differences in income and economic opportunities between countries, the aspirations of migrants, and different levels of social and personal security (Helms & Leblang, 2019).4

Therefore, by increasing and improving the information set, we can better understand the key features of migration, particularly in times of increasing uncertainty. Thus, climate change must be added to the list of reasons driving population movement within and across borders (Cattaneo et al., 2019). The scale of climate-induced migration is projected to increase in all scenarios up to 2050, in the context of rapid population growth. According to the World Bank, without urgent action on climate change, more than 140 million people in sub-Saharan Africa, South Asia, and Latin America can become climate migrants by 2050 (Rigaud et al. 2018).
Drivers of migration, such as economic pressures, population growth, rapid urbanization, and environmental issues are likely to persist and intensify, suggesting that international migration is likely to continue to increase in the coming decades. Against this background, host countries that can manage the social and political tensions created by migration are likely to reap economic benefits that outweigh fiscal costs, while countries of origin are likely to experience mixed effects, such as reductions in both unemployment and human capital.

Disruptive Technologies, the New Waves of Industrial Revolution, and the Future of Labor
The world, as we know it at the beginning of the twenty-first century, is the result of key stages of industrialization, or the three waves of the Industrial Revolution, expressed in three epochs: (i) steam generation and mechanical production (late eighteenth century–early nineteenth century); (ii) the arrival of electricity, mass production, and the division of labor (late nineteenth century to early twentieth century); and (iii) electronics, information technology, and automated production (1969–present). All three waves have transformed human life, leading in the long run to individual and social well-being in sustainable progress through increased productivity.
The new technologies that entered our lives at the beginning of the last decade, when the reign of the Fourth Industrial Revolution began, have changed industries and humanity as a whole in a new and perhaps more radical way. This is not just a transitional change, but also a paradigm shift in production. Remarkably, for the first time, an Industrial Revolution was not observed, but was predicted in advance, giving companies, research institutions, and governments the advantage and many opportunities to actively shape the future.
The Fourth Industrial Revolution is characterized by the ubiquitous connectivity of machines, devices, and people, resulting in virtually unlimited information that moves very quickly and efficiently (IBM, 2023a; Schwab, 2017). The speed and scale of these information-based innovations are the elements that distinguish them from the Digital Revolution (third wave). Technological innovations, such as smart factories, the Internet of Things (IoT), artificial intelligence (AI), and 3D printing, continue to grow and spread across industries and economies. These innovations have a major impact on a significant number of companies; disrupt markets; and influence, overcome, or replace a large part of production processes, generating massive economic impacts, elements that give rise to the term "disruptive technologies" (Bower & Christensen, 1995; Manyika et al., 2013).
The technological boom of our time has three main characteristics (Brynjolfsson & McAfee, 2014): exponential, digital, and combinatorial. The exponential progress results from the astonishing improvement in the computational power of machines with the parallel gradual digitization of the increasing amount of data available, while the ever-increasing and qualitatively improving combinatorial capacity of technological innovations is also evident.
The technologies that make up what we call the Fourth Industrial Revolution are based on the evolution of information technology and artificial intelligence, aiming at the greatest possible transcendence of human factors in the configuration of production (Noble et al., 2022). Indicatively, a very promising area of research and development in the world concerns generative AI, which focuses on developing systems capable of creating new and unique content (see ChatGPT) as if it had been created by humans (Wurmser & Van Dyke, 2023).5

Many technological trends are evolving around the increasingly interconnected networking of powerful, autonomous microcomputers, further developing what has been called the 'Internet of Things' (Uckelmann et al., 2011). More than 75 billion Internet-connected devices are expected by 2025, up from 50 billion today and 15 billion in 2015 (Statista, 2023). As automated systems, connected devices can collect and share information (without human intervention), thereby providing valuable knowledge. An evolution of the Internet of Things is the Internet of Everything,6 which is expected to provide seamless connectivity between the Internet and everyday life.
However, the new technological era we are living in is not only about advances in systems of "smart" and interconnected devices and machines. Surprising developments are taking place in various fields—such as big data analytics, quantum computing, space technology, renewable energy, nanotechnology, photonics, personalized health care, biotechnology, or gene editing—leading to new "breakthrough" approaches and multifactorial results, as well as the striking interconnectedness of the various individual research fields, giving rise to new scientific fields that both encourage and require interdisciplinarity to study the complexity of physical, biological, social, and economic phenomena.
Another case that has been in the spotlight in recent years is the development of distributed ledger technology, the most common type of which is the blockchain. Blockchains are based on the principle that there is no central entity that controls a transaction system; therefore, transactions can take place without the need for a trusted third party (European Commission, 2020). Although they started in the form of asset exchanges (cryptocurrencies), they can be used for a wide range of applications (e.g., transnational public service partnerships and cross-border B2B transactions).7 Indeed, it has been argued that distributed ledger technology has the potential to completely change the way financial markets operate, eliminating intermediaries, as people could be directly connected to a common database (ECB, 2017). Similarly, financial technology (fintech), which refers to financial start-ups that use new technologies (artificial intelligence, blockchain, cloud computing, and big data) to compete with financial service providers, could bring major advances in terms of consumer welfare and reduce the size of banks by replacing traditional banking methods (Van Loo, 2018).
However, disruptive innovative technologies in the information space, such as cryptocurrencies and automated transactions, also pose many risks, as they have led to the rapid proliferation of cyber-attacks, putting cyber data security high on the agenda of companies, organizations, and governments (KPMG, 2019; WEF, 2023a). By way of illustration, cyber-attacks are expected to cause a total of $8 trillion in damage globally in 2023 (Cybersecurity Ventures, 2022), an amount that could represent the world's third largest economy in terms of gross domestic product (GDP) after the United States and China. Cybersecurity Ventures (2022) estimates that the global cost of cybercrime will increase from $3 trillion in 2015 to $10.5 trillion by 2025, making it difficult to incentivize investment and innovation.
In terms of the evolution of industrial production, it is now organized around robotics and automation, large-scale machine-to-machine communication, cognitive computing—the form of artificial intelligence that allows machines to learn from experience—and the possibilities offered by the smart factory network and cyber-physical systems (Chen et al., 2018; IBM, 2023a).8

The result is the transcendence of mechanization, as advanced machines have the ability to perform, redefine, and adapt to more complex tasks (Muggleton & Chater, 2021). In this way, the operation of machines becomes similar to the flexibility of human labor, involving not only simple and repetitive tasks but also increasingly higher-level skills. Simultaneously, higher levels of flexibility are offered in terms of location, process, scale, scope, and output (Carvalho et al., 2018).
The increasing level of human–machine symbiosis is raising more and more ethical questions and concerns about the impact of technology on people and work (Demir et al., 2019; Longo et al., 2020). It’s a given that disruptive technologies are expected to change work patterns,9 as more and more companies embrace the new age of technology (Ellingrud et al., 2020). The most critical parameter for the impact on employment is considered to be the degree of automation of the production process (Bughin, 2018).
The Fourth Industrial Revolution promoted accelerated automation and a shift of humans to the background of production. However, cyber-physical systems can communicate and collaborate with each other as well as with the human agent in real time, both internally and externally, with participants along the value chain (Hermann et al., 2016).10 Harnessing this capability is at the heart of a new revolution that is developing alongside the existing one, refocusing attention on people: it is the Fifth Industrial Revolution.
Priority in the development of emerging fifth-wave technologies will be given to efforts to understand the comparative advantages of capital and labor and harmonious human–machine collaboration (Gauri & Van Eerden, 2019; Longo et al., 2020). In this context, humans and machines do not compete for jobs (Manyika, 2018; Nahavandi, 2019). This is because advanced production processes can harness the potential of close human-technology collaboration, capitalizing on their strengths and compensating for their respective weaknesses (Noble et al., 2022). In essence, the Fifth Industrial Revolution introduced human factors into the industrial pillars of automation and efficiency, increasing production and productivity, as well as the quality of production processes.
Technologies, such as artificial intelligence and robotics, have continued to evolve. However, the legacy of the combination of advanced technologies developed in the fourth wave, the Fifth Industrial Revolution, is creating digital assistants that can easily 'connect' people. Therefore, the goal is to support people rather than replace them (Aryu Manyika, 2018; Networks, 2020). It has been argued that the image of future industrial production will depict robots that help people work better, faster, and safer, with an emphasis on meeting individual needs, solving problems, and creating value (Longo et al., 2020). Thus, it is expected to enhance the operational efficiency achieved during the 4th Industrial Revolution through connectivity, information transparency, technical assistance in decision-making, and problem-solving (Hermann et al., 2016). Therefore, this new 5th wave does not replace the 4th wave, but evolves it. For this reason, the 4th Industrial Revolution has been described as the shortest and, at the same time, the most enduring revolution.
Looking at the big picture, the long historical record of innovations that have generated waves of industrial revolutions shows that technological change has been overwhelmingly positive for productivity and surprisingly favorable for employment. Job displacement occurs in waves, first with the structural shift from agriculture to manufacturing and then with the shift from manufacturing to services. A similar transition is now expected, with job destruction being offset by job creation in ‘future jobs.’11

Of course, the issue has always been the balance between human and societal interests. Automation and other technological developments create unprecedented challenges and opportunities and have the potential to further replace routine and cognitive tasks while increasing the need for new (technical) skills (WEF, 2023b). However, for many displaced workers, painful transitions are already a reality (ILO, 2016). Therefore, although the adoption of new technologies is essential for enhancing productivity, it may also expose and intensify existing inequalities if not accompanied by deliberate strategies for skill upgrading, retraining—particularly among older workers—and the expansion of a more inclusive labor market.

Climate Crisis and Energy Transition
Climate change is broadly defined as long-term changes in weather patterns and global temperatures resulting from fluctuations or abrupt changes in natural phenomena (e.g., solar activity or major volcanic eruptions). The Earth's climate has changed radically many times throughout history; however, from the pre-industrial period to the present, the average temperature has risen faster than in any other period. Therefore, it is now common to use the term climate change to refer to anthropogenic global warming, its effects on the climate system, and the loss of biodiversity.
Biodiversity loss due to climate change affects ecosystem functioning and services, which in turn creates additional uncertainty and new challenges at social and economic levels. Biodiversity is extremely important to animals and humans, and its degradation seriously threatens the future of ecosystems (Carton, 2007). As an example of the importance of biodiversity in humans, a number of pharmaceutical formulations have been made from bacteria found only in nature (Carton, 2007). The extinction of these microorganisms can lead to a shortage of medicines. Biodiversity has also been degraded by the effects of climate change in other areas. For example, biodiversity is also threatened by the conversion of some land from national parks and reserves to agricultural use (Molotoks et al., 2020). Declining productivity of arable land has led to the expansion of agricultural production in natural areas, such as the Amazon. Thus, land-use change and deforestation of native forests are major causes of biodiversity loss and impact local and global food chains (Parmesan & Yohe, 2003).
Overall, the scientific community agrees that climate change is the result of human activity (Lynas et al., 2021). Economic growth and social progress in modern history have been accompanied by increasing environmental pressure and overexploitation of natural resources. Humans have been responsible for almost all global warming over the past 200 years, with the burning of fossil fuels being the main source (IPCC, 2023). Polluting technologies, population growth, lifestyle changes with unsustainable consumption and production patterns, and the overexploitation of ecosystems with unprecedented increases in land and water use have all contributed to environmental degradation and resource depletion (Akenji et al., 2015).
The driving force behind climate change is the above-natural increase in greenhouse gas (GHG) emissions, which act as a blanket around the planet, trapping the sun's heat, raising temperatures, and disrupting the balance of ecosystems. Since 1900, and particularly since the mid-twentieth century, global GHG emissions from fossil fuels have exponentially increased (Boden et al., 2017). The increase in global carbon dioxide (CO2) concentrations since 2000 has been around 20 ppm (parts per million) per decade, up to 10 times faster than any sustained increase in CO2 since the mid-Paleolithic (Bereiter et al., 2015; Lüthi et al., 2008), and has continued to increase globally since 2010 in all major industrialized countries. As a result, current CO2 concentrations have been higher than at any time in at least the last two million years (IPCC, 2023).12

The sharp increase in GHG in recent decades has resulted in the global mean temperature increasing at a rate of 1.7 °C per century since 1970, compared to a long-term decrease of 0.01 °C per century over the last 7,000 years (Marcott et al., 2013). Compared to the period 1850–1900 (baseline period), the average temperature from 2011 to 2020 increased by 1.09 °C, with the air temperature at the Earth's surface (1.59 °C) increasing more than at the ocean surface (0.88 °C) (IPCC, 2023). It is estimated that surface temperatures are now increasing by approximately 0.2 °C per decade (IPCC, 2023). The last decade has been the warmest on record, with each of the previous four decades successively warmer, and the average temperature today (1.1–1.2 °C above pre-industrial levels) is the highest it has been in the last 100,000 years (IPCC, 2023; WMO, 2021).
Global warming, pollution, and overexploitation of natural resources have led to profound changes in the natural environment and the loss of biodiversity in ecosystems (Doney et al., 2009; Hansen et al., 2016; IPCC, 2019, 2021; Poloczanska et al., 2013; Smale et al., 2019). Climate change is also responsible for an increase in the frequency, extent, intensity, and impact of weather events, and current climate projections indicate that we are likely to experience weather events that exceed historical limits. In all future scenarios for the evolution of GHG levels, the Earth's surface temperature will continue to rise until at least mid-century and, if inadequate action is taken, increasingly catastrophic impacts are projected, with some regions facing greater risks and others facing risks not previously anticipated (IPCC, 2023).
Climate crisis is perhaps the most serious threat facing humanity in the future, and its effects are now felt not only in natural systems but also in human systems. Loss of human life, water scarcity, spread of disease, impoverishment, reduced agricultural production and food insecurity due to disruptions in the food chain and land degradation and even desertification, air pollution and degradation of soil and water resources, economic damage, destruction of infrastructure and slowdown in GDP are just some of the aspects of the impact on human life that are causing and will cause unprecedented risks all over the world, but especially for the most vulnerable populations who bear the least responsibility13 (Hallegatte et al., 2016; IPCC, 2023; Patel et al., 2021; Watts et al., 2015).
The climate crisis began as an environmental emergency, then became an economic emergency, and now it is an existential emergency. This is why many people no longer talk about climate change or global warming, but about a climate crisis because the warming process is happening faster than originally thought.
Projections into the future show that we live outside planetary boundaries. The rate at which we use resources and pollute the planet could cause irreversible environmental impacts, making it impossible for ecosystems to regenerate. Already, many changes (particularly in the ocean ecosystem, ice sheets, and global sea level) due to past and projected GHG are irreversible over centuries to millennia (IPCC, 2021). In a scenario of ineffective response and adaptation, humanity's safe operating space could be compromised, and the planet's life-support systems would likely no longer be able to support economic and human development (Rockström et al., 2013; Steffen et al., 2015).
The impact of human activity on the environment and climate is probably the largest ongoing trend that will shape future trajectories and potentially undermine the future of humanity. The UN's 2030 Agenda, developed in 2015 (UN General Assembly, 2015), sees this phenomenon as an issue that requires urgent action and cuts horizontally, directly, or indirectly across most of the 17 Sustainable Development Goals.
At the political level, the 2015 Paris Agreement (UNFCCC, 2015), the first major collective agreement to replace the Kyoto Protocol, committed 195 UN member states to a low greenhouse gas economy, with the aim of limiting global warming to below 2 °C (compared to pre-industrial levels) by the end of the century. The contributions that each country has to make (mitigation provisions, but also commitments for adaptation, finance, technology transfer, etc.) to achieve the global target are determined by each country (nationally determined contributions) as long as it shows continuous improvement; each country should set a more ambitious level of contribution every five years.
Thousands of scientists and government officials around the world have recently concluded—in response to a series of UN reports (IPCC, 2023)—that the goal of limiting global warming should be revised downwards (to no more than 1.5 °C rise) to avoid the worst effects of climate change.
However, estimates suggest that these targets are unachievable, as under current policies, as well as under the framework of the Paris Agreement, global temperatures are likely to remain in the range of 2.5–2.8 °C by the end of the century, or higher in some scenarios (IPCC, 2023; UNEP, 2021; UNFCCC, 2022). Indeed, without stronger climate action, the planet is expected to pass the critical tipping point of 1.5 °C by 2035 (IPCC, 2023).
While some progress has been made globally in planning and implementing adaptation to the challenges of climate change (especially in higher income groups), the gap between mitigation policies, commitments, and pathways to limit global warming to 1.5 °C (or even below 2 °C) is large (IPCC, 2023).14 Without additional mitigation actions, adaptation cannot prevent the risk of severe, widespread, and irreversible impacts.
Renewable energy is the key to mitigating climate change. This is supported by the fact that renewables are becoming increasingly accessible; the unit cost of many low-GHG technologies has been falling steadily since 2010 (IRENA, 2019). To achieve the required reductions in GHG, most scenarios assume a significant increase in the use of renewables combined with increased energy efficiency measures (Teske, 2019).
To achieve climate neutrality,15 renewable energy should become the dominant form of electricity generation (85% or more), investments in polluting forms should be eliminated and their use should be phased out (Teske, 2019). However, the expansion of renewable energy should be done with caution in terms of its impact on biodiversity, which is equally important for human well-being, and the question of the life cycle of these facilities, especially in the case of wind farms, is also crucial (Kati et al., 2021). Simultaneously, carbon sequestration capacity should be increased through innovative sequestration technologies, changes in agriculture (carbon sequestration agriculture), and prevention and restoration of natural ecosystems (IPCC, 2018). Governments in many countries of the European Union are already implementing the new 'green' agreement (European Green Deal) adopted in 2020, which aims to fully decarbonize Europe by 2050 and make it the first climate-neutral continent (European Commission, 2019). At the same time, however, the scarcity and sharp rise in the price of energy commodities has prompted utilities in Europe to switch back to coal (Frost, 2022).
Over-reliance on fossil fuels remains a reality in general—fossil fuels accounted for 80% of global energy in 2018 (REN21, 2020), while the G20 continues to invest record amounts in fossil fuels (Esha, 2023), and developing countries are discovering new deposits (Chabrol, 2021). Many of the economic reasons underpinning the current energy situation are obvious, including the lack of an effective incentive system in government energy policy, further facilitating the uninterrupted supply and demand of fossil fuels (Kotlikoff, 2021; Söderholm, 2020; Van der Ploeg, 2021).
Energy transition, therefore, faces many challenges, with limited resources and underfunding being the most persistent and important obstacles. The most effective adaptation measures may be prohibitively expensive (IPCC, 2022). Overall, implementing the Paris Agreement will require a large amount of funding. While developed countries have pledged to channel $100 billion per year into climate action, falling far short of this target (Carty & Kowalzig, 2022), according to a recent UN analysis, developing countries' needs to meet their Nationally Determined Contributions amount to nearly $6 trillion by 2030 (Kozul-Wright, 2023).
As climate change is often limited to reducing greenhouse gas emissions, a common problem is the measurement and distribution of the burden of emissions and the international allocation of costs between countries.16 Addressing these issues often requires international negotiations for a fair and effective agreement, which has proven to be difficult (Ciscar et al., 2013; Ringius et al., 2002). The inability to reach a sufficiently strong global climate agreement illustrates this issue.
Another aspect of the problem of action on climate change is the low sense of urgency, although certainly not seen as an immediate risk involved in investing in green technologies. Climate offsetting is an investment project with significant competition from existing technologies (Söderholm, 2020) and long timescales, with very large returns over long horizons (Van der Ploeg, 2021). Although beneficial to all, the benefits and redistributive effects within and between countries cannot be estimated with certainty (Hallegatte et al., 2016).
As a result, the incentives to invest in sustainable energy technologies are not as strong as the real conditions dictate, and the perceived criticality of the threat of climate change does not unite countries behind a common cause. At the same time, and contradictorily, the intensification of environmental policies acts as a proclaimed expropriation for fossil fuel producers, pushing them to accelerate resource extraction to avoid capital losses, thereby accelerating global warming (energy paradox) (Hans-Werner, 2012).
In many cases, the hierarchy of options and the transitions from incremental to transformative adaptation are constrained by vested interests, institutional path dependencies, and widespread practices and beliefs. Individually, some countries would suffer economic losses due to the transition to a low-carbon economy. Simultaneously, developing countries in transition often pay more for electricity, lack access to clean energy projects, and are locked into fossil fuel dependency (World Bank, 2023). Moreover, developing countries appear unwilling to sacrifice their economic growth without some form of compensation or disproportionate mitigation targets, on the grounds that the greater burden of costs should be borne by countries that have historically reaped the lion's share of the benefits of GHG.
Climate crisis is a multifactorial phenomenon, and the response to it clearly goes beyond national borders. Therefore, the challenges it poses require political commitment, coordinated transnational policies, and equitable distribution of effort. However, the geopolitics of climate change are complex. The biggest problem today is that international cooperation regarding energy and climate change has weakened over the years.
Sooner or later, the traditional oil and gas era was expected to become a thing of the past, but the geopolitical implications of the energy transition remain uncertain. Energy transition increases international competition; affects the balance of power between countries; creates winners and losers; and shapes new interdependencies, alliances, and trade flows (GCGET, 2019; Yang et al., 2023). What we can say with certainty, therefore, is that moving away from a geopolitical world structured around the concentration of resources in the hands of a few countries and the dependence of many on fossil fuels is not an easy process.
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Footnotes
1The concept of megatrends was popularized by futurist John Naisbitt's (1982) bestselling book Megatrends, which broadly outlines ten major trends that predict the future, with the central message of the book being the idea that the most reliable way to predict the future is to understand the present.

 

2Social development is a key factor. Indicatively, the higher a woman's level of education, the fewer children she is likely to have (Götmark & Andersson, 2020), while female labor supply appears to have a negative effect on fertility (Aaronson et al., 2017).

 

3The International Organization for Migration has produced a global ranking of countries in terms of the ability of their citizens to migrate, based on access to passports and visas (the Henley Passport Index), overall quality of life (the Human Development Index), and the strength, orderliness and effectiveness of the state (the Fragile States Index). The comparative picture that emerges from the indices is one of large differences in the ease of migration between different nationality groups (McAuliffe & Triandafyllidou, 2021).

 

4Significantly, the war in Ukraine is causing the largest and fastest movement of people in Europe since the Second World War (UNHCR, 2022).

 

5While the typical form of AI aims to perform specific tasks based on predefined rules and patterns, Generative AI goes beyond this limitation and tries to create entirely new data (images, text, even entire conversations), solve complex problems, create art, and even assist in scientific research. The innovation of the technology also explains its growing popularity. Estimates show that the use of Generative AI applications in the US has skyrocketed from 7.8 million users in 2022 to 77.8 million users in 2023 (Wurmser & Van Dyke, 2023).

 

6The Internet of Everything is a network of connections between smart things, people, processes, and data, with real-time information flowing between them and processed in numerous distributed nodes rather than in a central system (Langley et al., 2021). The Internet of Everything simultaneously leverages computational web resources (cloud computing), artificial intelligence, the Internet of Things, machine learning, and other key technologies of the future to transform information into action, creating unprecedented possibilities and opportunities for individuals and businesses (Nedeltchev, 2014).

 

7Because blockchain transactions are considered to be instantaneous and/or automated, transparent, and verifiable, it is argued that distributed ledger technology can contribute to, among other things, improving the efficiency and security of transactions, operational efficiency in the financial sector, eliminating public corruption, improving the efficiency of public services and detecting tax evasion, improving healthcare and life sciences, and making supply chains more resilient (IBM, 2023b).

 

8While the Internet of Things creates a network of physical systems with embedded sensors aimed at autonomous information transfer, cyber-physical systems combine the capabilities of sensing, actuation, computation, and communication and use them to improve the overall performance, safety, and reliability of physical systems through continuous interaction with them. In other words, cyber-physical systems support IT structures resulting from the convergence of the physical and virtual worlds (cyberspace) (Kagermann et al., 2013). These structures consist of a set of intelligent physical objects with high computational and storage capabilities, placing physical systems in an industrial context.

 

9The World Economic Forum (WEF, 2023b) estimates that over the next five years there will be a significant disruption in the skills of the global workforce, with the demand for physical and manual skills in repetitive tasks expected to decline, in contrast to the demand for technological and complex cognitive skills. As a result, 6 out of 10 workers will need to upgrade their education in some way by 2027, and many workers will not have the opportunity to do so.

 

10In such a context, the focus shifts to global value chains (resource concentration and transformation, product distribution), while the importance of input costs, especially labor, is rebalanced as labor can be considered almost ubiquitous.

 

11According to a report by the World Economic Forum, it is estimated that more than three out of four large companies are looking to adopt technologies such as big data, cloud computing, and artificial intelligence in the near future, but the impact of most technologies on employment is expected to be positive (WEF, 2023b).

 

12Similar results are obtained for atmospheric concentrations of methane (CH4) and nitrogen dioxide (NO2), emissions of which have increased to levels not seen for at least 800,000 years (IPCC, 2023).

 

13Significantly, highly vulnerable regions, home to some 3.3–3.6 billion people, have experienced 15 times more human deaths from floods, droughts, and storms over the past decade than regions with very low vulnerability (IPCC, 2023). At the same time, in terms of (per capita) NDCs, only the seven largest polluting countries account for about half of all global NDCs in 2020, with the least developed countries having much lower emissions (UNEP, 2022).

 

14According to current evidence, countries’ combined climate pledges are expected to achieve only a very small reduction (0.3%) in GHG by 2030, compared to 2019 levels (UNFCCC, 2022), when climate sustainability requires drastic mitigation measures commensurate with halving emissions by 2030 and achieving zero emissions by 2050 (Rogelj et al., 2018).

 

15Climate neutrality refers to achieving net-zero greenhouse gas emissions, i.e., global greenhouse gas emissions emitted into the atmosphere should be balanced by (equal to or less than) those removed by the planet's natural absorption.

 

16The phenomenon highlighted in this context is the “stowaway problem.“ Because greenhouse gases are globally mixed in the atmosphere, the damage is not necessarily attributable to the country where the emissions originate. Also, the costs of reducing emissions may not benefit the country that produces them, or may benefit others more. As a result, countries may decide to invest in minimizing the impact of climate change on their territory (adaptation) rather than in reducing GHG emissions (mitigation).
In this context, however, Rauner et al. (2020) show that a gradual shift toward carbonization of the economy is a potentially beneficial strategy for most regions of the world, even if only domestic impacts are considered and the global benefits of slowing climate change are neglected, thus eliminating much of the stowaway problem.
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Introduction
In the previous chapter, we discussed the importance of technological change and development as well as its main societal implications. This chapter sheds light in the role of artificial intelligence as a means for foresight. Essentially, the rapid advancement of artificial intelligence has revolutionized how individuals and organizations approach complex problems, including foresight and futures thinking. As societies face growing uncertainties owing to technological, environmental, and social changes, the ability to anticipate and adapt to future scenarios has become increasingly critical. In this regard, artificial intelligence offers unique opportunities to enhance foresight processes by analyzing vast datasets, generating innovative scenarios, and facilitating informed decision-making. However, these capabilities also come with challenges and limitations such as reliance on past data, lack of creativity, and potential biases. In this chapter, we explore the potential role of artificial intelligence in foresight by examining its advantages, risks, and a hybrid framework that combines artificial intelligence tools with human expertise to optimize strategic planning and vision-building processes.
In general, the field of artificial intelligence is not new, but has gained importance in recent years because of the proliferation of artificial intelligence applications in several aspects of life. The idea behind artificial intelligence has its roots in philosophy, fiction, and imagination since the possibility of intelligent machines and their relationship with humans fascinated philosophers such as René Descartes but also authors such as Mary Shelley (Buchanan, 2005). One of the pioneering scholars in the field of artificial intelligence was Alan Turing, who considered whether machines could think and operate as human beings (Turing, 1950). To answer this question, Turing proposes the "imitation game," which is commonly referred to as the "Turing test." According to Turing (1996), an actual intelligent machine consists of an element of randomness and an analog of the pleasure principle of psychology that can be taught and intellectually evolve similarly to a human being.
The term "artificial intelligence" is based on mathematical logic, and it was attributed to John McCarthy in 1956, when he organized the famous Dartmouth Summer Research Project on Artificial Intelligence, a conference held at Dartmouth College (Scaruffi, 2018; Russell and Norvig, 2020). Broadly, artificial intelligence does not refer to technological advancements, such as robots per se, but it is about understanding the nature of intelligent thought and action using computers as experimental devices (Buchanan, 2005). For Simon and Newell (1962), the common ground between human thought and computer programs was that computers mimic human problem-solving through data scanning for patterns, information processing, and the application of the correct pattern per case to provide a solution. Successful artificial intelligence is defined by its ability to mimic human behavior and provide efficient solutions regardless of the problem at hand. The question that arises is:What Does Artificial Intelligence Serve?


The answer to this question is given very simply, yet sufficiently by Marr (1977):Artificial Intelligence is the study of complex information processing problems that often have their roots in some aspect of biological information processing. The goal of the subject is to identify interesting and solvable information processing problems, and solve them.



The remainder of this chapter is organized as follows. Initially we emphasize the transformative role of technology through an evolutionary perspective (Sect. 12.2) and proceed by analyzing the role of artificial intelligence as a facilitative means for foresight and futures thinking (Sect. 12.3). To this end, a hybrid framework combining artificial intelligence with human expertise is proposed to maximize its potential while addressing risks.

Why Technology Is Transformative for Societies?
Human civilization is founded on two main characteristics: collective action and the fact that human beings are inherently technological or tool users. Since ancient times, technology has been an auxiliary means to simplify and accelerate certain processes in everyday life (Kanzola et al., 2024).
The term "technology" covers a wide array of phenomena, and its definitions often differ, particularly when used to refer to specific types of technology (Aunger, 2010). According to Metcalfe (2010), technology concerns the application of knowledge and the transformation of information, alongside the use of materials and energy, to create means that facilitate specific processes. In that respect, technological advancement depends on interrelated activities that are understood as part of a "systematic perspective," where individuals, societies, and institutions determine the extent and degree of technological growth (Metcalfe, 2010).
Technology results from human motivation to resolve problems and human action (DeSanctis and Pool, 1994). For instance, the miniaturization of tool-making allowed our Pleistocene ancestors to differentiate from their primitive relatives, mainly because it allowed them to transform otherwise hostile habitants to suit their changing needs (Pargeter & Shea, 2019). Since the Stone Age (2.6 million years ago), when rocks were the main resource of production, until the present day, intertemporal knowledge and technological advancement have evolved alongside our species.
It has thus been established that technological change offers opportunities to resolve everyday problems and facilitate the completion of certain processes. One of the processes that new technologies can assist in is foresight and future thinking activities (Brandtner & Mates, 2021). This concept is explored below.

Foresight and Futures Thinking Exercises using Artificial Intelligence: Theory and Practice.
Utilizing generative artificial intelligence1 and other similar technologies in foresight exercises is a relatively new attempt, and, as a result, there is limited research on this topic (Brandtner & Mates, 2021). Below, we present the relevant bibliography.
General Advantages of Artificial Intelligence Technologies in Foresight
Problem 1.
The world is always in the process of becoming. Rapid technological developments generate uncertainty, which leads many organizations to focus more on the present, indicating short-termism in decision-making (Ködding et al., 2023). Such reflective behavior undermines organizational and societal welfare and results in less use of scenario-based foresight, because it requires significant amounts of time for scenario and policy design.

Solution to Problem1. Emerging digital technologies such as AI offer a promising approach to resolve the traditional challenge of scenario-based exercises (Ködding et al., 2023). Specifically, in order to imagine the potential of artificial intelligence in foresight, we need to understand foresight as an “advanced storytelling process” in which imagination plays a critical role. In this regard, generative artificial intelligence provides innovative approaches for scenario production by enhancing our imagination and understanding of potential futures speeding such processes.



Problem 2.
Currently, we live in an era characterized by information anxiety due to global hyperconnectivity (Watson, 2010). This information also concerns the emergence of new trends. The faster the transmission of information, the faster it must be evaluated (Watson, 2010). A fast and accurate evaluation of the information is very important for accurate scenarios. However, this is not easy using traditional methods.

Solution to Problem2 According to the Futures Platform, a finish company implementing various types of foresight and artificial intelligence can serve as a research assistant in horizon scanning and trend analysis (Stucki & Sandal, 2024). This use of artificial intelligence facilitates the gathering and synthesis of various trends and information about present and future challenges. Specifically, artificial intelligence allows for the analysis of vast amounts of structured and unstructured data. For example, machine learning techniques have been applied to both massive and small datasets to discover new concepts, measure their prevalence, assess causal effects, and make predictions (Grimmer et al., 2021). In addition to data treatment, artificial intelligence (AI) can revolutionize horizon scanning. Application of new technologies in horizon scanning concerns: (i) the synthesis of insights from various sectors, (ii) the generation of fast and concise summaries, and (iii) the efficient information filtering (Ekhande, 2024).



Problem 3.
Following the generation of scenarios, it is difficult to challenge assumptions and determine their applicability in terms of culture, social values, and impact. This is a difficult process, given that some cultural practices were not considered during the scenario design. On the other hand, impact assessment is often difficult to visualize.

Solution to Problem3. Generative artificial intelligence can help overcome cognitive and confirmation biases which often lead to “used” futures. By incorporating diverse perspectives and objective analysis, artificial intelligence systems can help organizations make more informed decisions, free from prejudices hidden in human judgment.



Example 1:
In our research on favorable environmental perceptions (Kanzola et al., 2023), we found that tradition is a positive factor for pro-environmental behavior. Based on this insight, we asked Chat GPT the following question to facilitate the scenario design:

“Chat GPT I am aware that societies value tradition in terms of environmental protection. Can you list a series of traditional cultural practices for protecting the environment? I will implement this inputinto scenario design.”
The output consisted of several suggestions. We present the following traditional techniques that can be implemented in scenario and policy design.
1. Agroforestry in Africa
Practice: Combining agriculture and forestry by planting trees alongside crops.
Environmental Benefits: Enhances soil fertility, prevents erosion, and increases biodiversity.
2. Terracing in Asia
Practice: Creating stepped levels on mountain slopes for agriculture.
Environmental Benefits: Reduce soil erosion, manage water runoff, and maximize arable land.
3. Community Forestry in Nepal
Practice: Local communities collectively manage forests.
Environmental Benefit: Prevents deforestation, promotes sustainable timber use, and enhances biodiversity.
Thus, we enhanced our foresight exercise for the generation of policy scenarios to positively influence pro-environmental behavior.
Example 2. As mentioned above, impact assessment of scenarios is often difficult. Generative artificial intelligence can assist with this process. We asked Chat GPT the following question to facilitate impact assessment:
“Chat GPT we have the following scenarios for economic growth: (i) Growth with low debt, (ii) medium debt and slow economic growth, (iii) redefinition of growth and medium debt, (iv) rising debt and growth in traditional capitalism. Please doan impact assessment table of several factors considering which scenario is more favorable for the environment”
The output consists of the following table (Table 12.1):Table 12.1Impact assessment for the generated scenarios

	Scenarios

	Factors assessed
	Growth with low debt
	Medium debt and slow growth
	Redefinition of growth and medium debt
	Rising debt and growth in traditional capitalism

	Environmental sustainability
	2
	3
	5
	1

	Carbon emissions
	2
	3
	5
	2

	Resource consumption
	3
	2
	5
	1

	Social equity
	3
	3
	5
	2

	Protection of biodiversity
	1
	4
	5
	2

	Total positive impact
	11
	15
	25
	8







Thus, we see that the scenario concerning the Redefinition of Growth with Medium Debt is the most favorable for the environment.




Possible Dangers in Implementing Artificial Intelligence into Foresight
In general, it is worth noting that even though advanced technologies are referred to “convergence technologies” they can, also, be either largely irrelevant, too expensive, or too risky to meet the future needs of all humans in important sectors such as agriculture, health, and transport (Moriarty & Honnery, 2014). In addition, such technologies are prone to mistakes and, therefore, must be used cautiously.
Some possible dangers of implementing artificial intelligence in foresight exercises are as follows (Brandtner & Mates, 2021):	Artificial intelligence technologies have limited intuitive perception which is very important for efficient foresight.

	Artificial intelligence algorithms rely on past data and cannot generate innovations or new entangled knowledge. Future innovation potential is not always reflected or identifiable in past data.

	Generative artificial intelligence does not have real “human” abilities, such as imagination and creativity.

	Risk assessment is solely mathematical and generative artificial intelligence can propose potentially low risk but dangerous, in terms of society, insights.

	Generative artificial intelligence is trained to specific datasets meaning that it can be manipulated.

	Artificial intelligence could lead to results that contradict existing ideas and projects and are hard to accept by management and employees.





Thus, artificial intelligence can support foresight exercises, but is unable to operate foresight like a human expert. Below, we present a hybrid approach to foresight that combines artificial intelligence and human expertise for foresight.

Foresight with Artificial Intelligence: A Hybrid Application Framework
Foresight is a participatory, anticipatory, and vision-building process. These attributes characterize the nature of foresight as a solely human capability. Therefore, the use of artificial intelligence must be implemented into foresight as a “tool” rather than as a respected peer (Köddinga et al., 2023). A fruitful implementation of new technologies in foresight can emerge if human expertise remains the primary foundation of foresight exercises and the use of artificial intelligence is consistently supervised (Geurts et al., 2021).[image: Flow chart illustrating the interaction between human expertise and machine tools under human supervision. The top row represents human expertise, starting with "Knowledge Base," followed by "Need to Foresee," "Creativity and Reason," "Ideas," and "Vision." The bottom row represents machine tools, beginning with "Advanced Search Assistant," followed by "Data Retrieval and Processing," and "Synthesizer." An arrow connects each step in both rows. The chart emphasizes the "Production of Useful Knowledge for a Better Future" with an icon of a book.]
Fig. 12.1A hybrid framework for integrating artificial intelligence into foresight applications
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Footnotes
1Generative artificial intelligence can autonomously generate new content, such as text, images, audio, and video (Lv, 2023).
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Introduction
In Chapter 11, we discussed how major social trends are expected to develop in the future and what their potential impact could be. Social megatrends play an influential role in shaping the elements that make up the social fabric, but they also change economic conditions and, thus, the level of well-being of people and economies.
In this chapter, the focus shifts to the other defined general theme of megatrends, which is more closely related to long-term economic changes that have had and are expected to have a decisive impact on our individual and collective future. The reverse connection is also easily understood here, as, correspondingly, major economic trends, through their direct impact on people's standard of living and the trajectory of economies, shape the structure and development of social systems and the relationships formed within them. In other words, this chapter serves as a natural continuation, as the analysis of megatrends, however they are defined, shares a common denominator: identifying what they hold for the future of humanity.
As the transition from the present to the future unfolds, certain forces take a leading role, only to later give way to others. In the economic sphere, various ongoing trends can be identified that dominate the current economic reality. However, for an observed trend to be classified as a megatrend, it must meet certain criteria, as previously emphasized: it must have an international scope, sustainable effects, and significant impact. Therefore, when projecting future economic megatrends, it is essential to identify the forces that enable the consistent detection of the sources of future developments. The most critical economic trends currently recognized as transformative forces of the global economy are described in the following three sections.
Specifically, the analysis focuses on examining economic inequality as it has evolved globally up to the present day and on the potential continuation of this persistent trend (Sect. 12.2). Indicators of global economic inequality began to rise with the industrialization of economies, the subsequent increase in income, and its uneven distribution. During the twentieth century, their progression would not follow a linear trajectory; however, after the 1980s, factors such as technological progress, globalization, market deregulation, the 2008 financial crisis, the climate crisis, and the Covid-19 pandemic have intensified economic inequalities both within and between countries.
As a result, inequality indicators today are approaching the peak levels observed in the early twentieth century. While divergence forces continue to persist, convergence forces appear to be weakening, suggesting that high levels of inequality are likely to persist or even increase in the future. Furthermore, the section discusses the direct link between inequality and the evolution of two critical social variables: social mobility and the strength of the middle class, as well as the significant social and political implications of high levels of economic inequality.
Subsequently, another major trend that cannot be easily overlooked comes into focus: the rising global debt (Sect. 12.3). Here too, a historical overview is followed, tracing developments up to the present to shed light on what the future may hold. Data indicate that global debt (both private and public) began its upward trajectory in the post-war period, marking an almost uninterrupted increase to this day. Since then, private debt has shown a persistent overall rise, while public debt experienced a significant surge after the 1970s. In terms of the geographic source of global debt expansion, developed countries initially drove these developments. However, since the mid-2000s, trends in global debt have been shaped by developing countries, particularly China.
Debt ratios are now at a record level in the modern history of the global economy. The big picture shows that a long-term upward trend in debt continues. However, the favorable monetary and economic conditions of the last decade, especially the pandemic period, are fading, putting pressure on economies and debt sustainability, especially in the most vulnerable countries, and increasing uncertainty in the global financial system. Inevitably, therefore, the analysis is then placed in the context of the nature of the financial system, which is fundamentally vulnerable to persistent crises, a discussion that is particularly timely as the latest wave of debt accumulation, which began in 2010, is also the most intense, posing a new threat to the resilience of the global economy.
Finally, the analysis turns to a shift in global economic weight from Western to the Eastern and Southern countries, a major trend that is taking time to emerge but which has a strong impact and a long development horizon, as it will redefine the balances in the global economic, institutional, and hence political landscape, marking a change of era in the geography of global power after more than 200 years (Sect. 12.4).
It is generally argued that the era of Western dominance, which was the norm in the nineteenth and twentieth centuries, is coming to an end and that the position of the developing countries, with China or India as the main representatives and possible new economic superpowers, in international affairs and in the global economic map will consolidate in a new emerging status quo, in which the United States will no longer have the primacy of recent decades. As demographic and economic trends continue, as the influence of the West wanes and international multilateralism increasingly leaves its institutions behind, the center of gravity of the global economy will broaden and shift eastward and southward. While traditional Western powers will remain the richest nations in terms of per capita income, they are likely to be left behind in the coming decades by countries that are currently much poorer in terms of national economic power.

Persistent Economic Inequality
Two centuries ago, the world was a much more equal place. The average income (GDP per capita) was low everywhere, and until a few generations ago, most people were extremely poor (Bolt & van Zanden, 2020). Since then, some economies have achieved high levels of growth, whereas others have barely grown. Starting with the industrialization of northwestern Europe in the early nineteenth century, incomes began to rise in that part of the world and in some countries that followed the same production model, while material well-being remained low in the rest of the world. Over a long period, this uneven development led to a sharp rise in global inequality to the high levels that persist today.
Global inequality reached high levels at the end of the nineteenth century and until the end of the pre-war period (Belle Époque). In the twentieth century, inequality within countries followed a U-shaped pattern, increasing in recent decades, while inequality between countries increased, remained high, and peaked in the 1980s (Bourguignon & Morrison, 2002; Chancel & Piketty, 2021). The world was also divided into three parts: a poor, a developing, and a developed world, more than 10 times richer (Roser, 2017). Over the past four decades, the global income distribution has changed again, with a global trend toward convergence of incomes between countries, while inequality within countries has persisted1 (Chancel & Piketty, 2021; Lakner & Milanovic, 2013), and extreme poverty has fallen faster than ever before in human history (Hasell et al., 2022). However, the trend of declining global inequality around the turn of the century is largely due to growth and rising incomes in South Asian countries, particularly in India and China (Milanovic, 2016).
Lakner and Milanovic (2013) show that between 1988 and 2008, the more affluent part of the world's population saw their incomes rise significantly and the middle class in developing countries (especially in Asia) strengthened, while the middle class in the West deteriorated and the poorer strata were neglected. Income inequality, both within and between countries, was fuelled during this period mainly by technological progress, globalization, and labor market liberalization (Piketty, 2014) and the concomitant effects of the decline in the share of GDP going to labor, falling wages, and the collapse of trade unions (Blanchard, 1997; DiNardo et al., 1996). Karabarbounis & Neiman, 2014; Teulings, 2003).
The global financial crisis of 2008 and the Covid-19 pandemic created conditions for a renewed widening of inequality. The 2008 crisis exacerbated inequality within countries (Hellebrandt, 2014), as fiscal consolidation policies had significant distributive effects, increasing long-term unemployment and reducing wages (Ball et al., 2013). The Covid-19 pandemic also had a profound impact, as it triggered a new shift, which quickly resulted in the largest increase in global (between-country) inequality and poverty in decades (Christensen & Lelourec, 2023; Mahler et al., 2022). Furthermore, it worsened pre-existing inequalities in the labor market and expanded long-term economic and social (horizontal) inequalities (Eurofound, 2023; Goldin & Mugga, 2020; Piacentini et al., 2021).
Thus, after decades of rising trends, inequality between countries (including China and India) is on the rise again, whereas inequality in many countries continues to increase. Indeed, as long as inequality within countries continues to rise, it will account for a larger share of (real) global inequality (Milanovic, 2016).2 The result today is a stark reality, with contemporary global inequalities approaching, even before Covid-19, the levels of the early twentieth century (Chancel & Piketty, 2021). This evidence is revealing. People in the poorest 50% of the world's population share just 8% of the global income, while the richest 10% of people in the world are estimated to receive more than half of the global income (52%) (Chancel et al., 2022).
When global economic inequality is measured in terms of wealth, the gap becomes even wider (Balestra & Tonkin, 2018). Today, the poorest 50% of the population own just 2% of total wealth, the middle 40% own 22% of total wealth, while the richest 10% own 76% of total wealth (Chancel et al., 2022). High wealth inequality also means large differences in 'starting conditions,’ fueling higher income inequality in the future through asset income and inheritance (Piketty, 2014).
Trends in inequality are directly linked to the degree of social mobility and the existence of a strong middle class (Chetty et al., 2017; Kochhar & Sechopoulos, 2022). Most importantly, rising inequality indicators increase the risk of impoverishment of societies. Even before the outbreak of the Covid-19 pandemic, more than a third of the world's population was economically vulnerable, in the sense that they were unable to cope with unexpected income loss (Balestra & Tonkin, 2018). Owing to the impact of Covid-19, an estimated 50 million more people were pushed into poverty in low-income countries in 2020, effectively canceling out the goal of ending extreme poverty by 2030 (Christensen, 2023).
Factors such as social class, knowledge, skills, and hard work play a role in whether an individual is poor or not, but all of these together are thought to be less important than whether he or she happens to have been born in a productive, industrialized economy (Roser, 2021a). With most of the world's population (97%) living in their country of birth (McAuliffe & Triandafyllidou, 2021), geographical factors explain two-thirds of the variation in income differences among all people worldwide (Milanovic, 2015).
It is telling that in developing countries, an individual's education is still closely linked to their parents' education, and social mobility is, on average, significantly lower than in high-income economies (Narayan et al., 2018). However, lower social mobility over the course of life is associated with higher levels of inequality (OECD, 2018).
On the other hand, trends show that even on the developed side of the world, such as in OECD countries, social mobility has tended to increase for people born to parents with low levels of education if they were born between 1955 and 1975, but stagnated for those born after 1975 (OECD, 2018). Indeed, it is now estimated that it takes approximately four to five generations for children in an average OECD country to move from the lowest to the middle-income group.
These conditions reinforce the historical inequalities in opportunities and outcomes. On the one hand, low levels of social mobility perpetuate economic inefficiency by creating barriers to the development and use of human capital and efficient allocation of resources. On the other hand, they are a key element in the sense of a lack of social justice that fuels political discontent by contributing to income inequalities that are not based on real opportunities (Protzer & Summerville, 2022).
The strong middle class is also a regulator of social cohesion and a prerequisite for social and economic growth. However, data (OECD, 2019) show that between the mid-1980s and the mid-2010s, the share of the middle class in OECD countries fell from 64 to 61%, while at the same time, the influence of the middle class as a center of economic gravity also weakened: the total income of the middle class fell from four times to less than three times that of high-income households.
Global inequality and its implications are fundamentally important because they are ethical issues (Satz & Reich, 2011; Singer, 2002). However, no clear conclusions can be drawn regarding the economic significance and direct relationship between inequality and growth (Baselgia & Foellmi, 2022). It is certain that rising inequality implies underinvestment in human capital and the devaluation of a large part of human capital (OECD, 2015).3 It is also true that achieving a more equal world without poverty will require unexpectedly high and prolonged economic growth (Roser, 2021b). In any case, however, high inequality is an important practical issue, because it triggers social and political developments.
Milanovic (2016) argues that the phenomenon of inequality is cyclical and that wars, pandemics, major and abrupt technological changes, access to education, and income redistribution policies in each country have a decisive impact. However, inequality is largely a political choice, rather than an inevitable outcome. This is illustrated by the fact that, while income and wealth inequalities have risen almost everywhere since the 1980s, the rise has not been uniform (Chancel et al., 2022). Some countries have seen dramatic increases in inequality (e.g., the United States, Russia, and India), while others have seen relatively smaller increases (e.g., European countries and China).
The evolution of global income inequality in recent decades has been shaped by both convergence forces (rapid growth in emerging markets) and divergence forces (rising inequality within countries). However, growth momentum in many poor countries faces many challenges, and the rise in inequality within countries is difficult to contain.
Technological change is transforming production processes and, with them, labor standards. For example, the source of many developing countries’ comparative advantage in labor-intensive, low-skill, low-wage manufacturing is likely to be increasingly eroded as labor automation spreads. While rapid integration into global supply chains and even more so, rapid and transformative technological change are boosting long-term productivity and economic prosperity, they are also making the job prospects of many middle- and low-skilled workers uncertain in the near future. This issue must be seen in the existing context of the decline of trade unions, the increased market power of large corporations, and the negative impact of globalization on the ability (or willingness) of governments to tax corporate profits.
In addition to the impact of technological change, extraordinary disruptions and parallel trends indicate the widening of old and new inequalities. The robustness of developed economies and the growth prospects of emerging economies are being challenged by global disruptions to supply chains from military conflicts, such as the war in Ukraine and the generally unstable global geopolitical environment (United Nations, 2022a). And while the Covid-19 pandemic has disproportionately affected the middle and lower classes, the ongoing energy crisis is expected to push millions of people worldwide into extreme poverty under the pressure of the resulting—at least generational—increase in the cost of living (United Nations, 2022b) (Guan et al., 2023).
In the future, climate crisis could be a serious source of worsening inequality between (Taconet et al., 2020) and within countries (Islam & Winkel, 2017). Social groups and low-income countries are disproportionately affected despite having less responsibility because they are more vulnerable to the impacts of climate change (IPCC, 2023). Furthermore, population aging is anticipated to be another factor that exacerbates within-country inequalities, as a substantial proportion of older adults live below the poverty line (Dugarova, 2017; Schröder-Butterfill & Marianti, 2006).
In the absence of more responsive policies to tackle inequality,4 and taking historical experience and current developments as a guide to what is possible in the future, we must conclude that current high levels of inequality are likely to persist or even increase. History shows that rising inequality and related concerns feed social discontent and political polarization, leading to a lack of trust in institutions and undermining liberal, democratic governance. The possible persistence or even worsening of economic inequalities in an environment of growing needs and demands of citizens around the world, which cannot be met by the policies of the last century, could therefore be a major source of disruption in relations between societies and governments, and of destabilization both within and between countries around the world.

The Increase in Debt and the Intrinsic Financial Instability
Global debt began its post-war upward trend and has been on an almost uninterrupted rise to date. The driving force has been private debt (households and non-financial corporations), which has been on a steady upward trend since then. The largest relative contribution was made by developed countries for almost six decades until the outbreak of the 2008 financial crisis, when their total private sector debt (households and non-financial corporations) reached its maximum (170% of GDP) and was three times higher than that in 1950 (Mbaye et al., 2018).
Over the next decade, private debt remained broadly stable or even declined slightly in the developed world but grew faster than before in developing countries (Kose et al., 2021a). The steady but low growth of private debt in developing countries since the 1970s began to accelerate after 2005 and grew exponentially after 2009, reaching 120% of GDP in 2016, five times the level in 1950 (Mbaye et al., 2018).
Public debt also played an important role in the expansion of global debt, but in two distinct phases: until the mid-1970s, global public debt declined steadily, reversing its course thereafter. In the first phase, the decline in public debt is mainly explained by the expansion in developed economies, where growth and inflation have pushed down public debt ratios (Poplawski-Ribeiro et al., 2023; Reinhart & Sbrancia, 2011).
The second phase is characterized by a general and strong upward trend, as well as by differences between groups of countries. Developed countries were the drivers of development, as they experienced a continuous increase in their public debt, reaching and exceeding the 1950s levels by the late 2010s (Mbaye et al., 2018). By contrast, public debt in developing countries (including low-income countries) peaked in the 1980s and the early 1990s and then declined, partly reflecting consolidation and restructuring efforts, with strong upward trends after the mid-2000s (Mbaye et al., 2018; Poplawski-Ribeiro et al., 2023).
By 2018, a decade after the collapse of Lehman Brothers and before the outbreak of the pandemic, global debt had reached an all-time high of around 230% of the global GDP (Kose et al., 2021a). Although developed economies largely overshadowed global financial developments until the aftermath of the 2008 crisis, developing countries became the main drivers in the late period. By 2018, total developing country debt had also reached record levels, almost 170% of GDP (or $55 trillion), an increase of 54% since 2010 (Kose et al., 2021a).
However, the trends in the group of developing countries over this period correspond almost one-to-one with the developments in only one country, China, which has become a major driver of global debt in recent decades. From the beginning of the twenty-first century to 2016, China's share of global debt increased from under 3% to over 15%, highlighting the rapid growth of global debt, with China alone accounting for almost three-quarters of the increase in global private debt over this period (Mbaye et al., 2018).5 Moreover, during the period 2008–2022, more than half of the increase in the global debt ratio can be attributed to the rise in China's debt ratio (Poplawski-Ribeiro et al., 2023).
By 2019, global debt ratios had been on an upward trend for several decades. The Covid-19 pandemic and the subsequent global recession of 2020 caused a sharp rise in both public and private debt. In the fight against Covid-19, governments worldwide faced a double fiscal challenge: the sudden technical shutdown of the global economy and the exorbitant amounts of money that had to be spent to support the economies (IMF, 2021). As a result, they found themselves more indebted than at any time in modern history; by 2020, public and total global debt had reached their highest levels in the past 50 years (Kose et al., 2021b).
Turning to the present, the total global debt (public and private) as a percentage of GDP is estimated by the IMF (Poplawski-Ribeiro et al., 2023) to be 238% in 2022, 10 percentage points lower than that in 2021, falling for the second year in a row in absolute terms. Of course, it is $235 trillion, i.e., $200 billion higher than that in 2021. At the same time, however, it remained above the already high levels of the pre-pandemic period and was nine percentage points higher than in 2019.6

The overall picture is that, after the period of favorable macroeconomic conditions over the past two years (post-pandemic recovery and unexpected inflation),7 the global debt ratio appears to be returning to its long-term upward trend. According to today's standards, global private debt in percentage terms is three times higher than that in 1960, while global public debt has tripled since the early 1970s (Gaspar et al., 2002). In particular, the last two decades have witnessed an extraordinary increase in global public debt. In absolute terms, it has more than quintupled from 2000 to the present (from $17 trillion to $97 trillion), significantly outpacing global GDP, which has tripled over the same period (UNGCRG and UN Regional Commissions, 2023).
The successive crises in recent years have significantly accelerated this trend. In 2020, the global average public debt ratio will approach 100 percent and is expected to remain above pre-pandemic levels in much of the world as the recovery in GDP growth weakens and inflation is projected to stabilize at low levels over the medium term (IMF, 2023). This means that the short post-pandemic period looks like a temporary divergence from the long-term upward trend in debt indicators.
Most of the fiscal support provided by 2020 to combat social challenges is expected to be reduced, but debt levels will remain high. At the same time, after a decade of low interest rates, central banks are raising interest rates to contain rapidly rising inflation triggered by expansionary fiscal policy to address the Covid-19 health crisis and the war in Ukraine. The era of cheap finance is thus ending at a time when global leverage is higher than the peak levels before the 2008 financial crisis (Chan & Dimitrijevic, 2023).
The tightening of monetary and economic conditions puts pressure on the sustainability of private and public debt, especially in the most vulnerable countries, and increases uncertainty in the global financial system. On the other hand, maintaining high inflation reduces household income and can lead to losses for holders of government debt, such as banks and other financial institutions, as well as damaging the credibility of central banks. This situation creates trade-offs between the objectives of inflation and financial stability.
The financial system is a complex network of interdependencies and interactions. Behaviors such as leverage and increased risk-taking by financial agents go hand in hand with the financial cycle as systematic procyclical behavior, creating potentially high levels of instability in the financial system. At the same time, however, economic developments influence the functioning of the financial system. Thus, as past experience has shown, under certain circumstances funding can disappear quickly and even events at smaller financial institutions can have systemic effects, causing a widespread loss of confidence and spreading rapidly throughout the system.
The issue must therefore be subsumed under the crucial question of whether the financial system, and ultimately the capitalist system itself, is by its very nature fundamentally prone to perpetual crises.
Reinhart and Rogoff (2009) show that historically, from 1800 to 2006, a global economic recession occurred approximately every 10 years, with inflation, exchange rates, and interest rates playing an important role in accelerating sovereign debt crises. In this long review, recurrent sovereign defaults are the norm in every region of the world, with each mild period always followed by a new wave of defaults.
Between 1970 and 2007, and even before the 2008 financial crisis, Laeven and Valencia (2008) identified 124 systemic banking crises, 208 currency crises, and 63 sovereign debt crises worldwide (in 42 cases, the crisis doubled and in eight cases tripled), some of which proved highly contagious and spread rapidly to countries with no obvious vulnerabilities.8

The overall picture of recent global economic history is that the global economy has experienced four waves of broad-based debt accumulation over the past 50 years, the most recent of which is ongoing (Kose et al., 2021a). The first three debt waves began in periods of low interest rates, often facilitated by financial innovations or changes in financial markets that encouraged lending, and ended with widespread financial crises in many emerging markets and developing economies, coinciding with global recessions (1982, 1991, and 2009) and downturns (1998 and 2001).
These crises tend to be triggered by shocks that lead to sharp increases in risk aversion or borrowing costs, followed by sudden disruptions in financial flows. However, many of these economies face serious institutional weaknesses in their fiscal and monetary policy. Calomiris and Haber (2014) highlight the fact that financial system instability is often intertwined with weak institutional frameworks and deficits in liberal democracy. Many unstable banking systems operate based on politics rather than efficiency, and countries that develop such an operating environment are particularly prone to crises.
The latest wave of debt accumulation began in 2010 and is already characterized by the largest, fastest, and most widespread debt growth in the world, especially in developing countries. In most of these countries, debt is a heavy burden,9 increasing the risk of debt crises owning to rising development needs, limited access to finance, rising borrowing costs, currency depreciation, and sluggish growth (Kose et al., 2021a).
But the problem is global. Over the past decade, in an environment of ultra-low interest rates and abundant liquidity, developed economies have increased their exposure to credit risk and have frequently used financial leverage to boost returns. This vulnerability has maintained financial stability risks at high levels (IMF, 2022).10 Despite improvements in supervisory practices since 2008, market sentiment remains fragile, and stress is still evident in a number of banking institutions as the health of the financial system is reassessed. Recent bank failures (Silicon Valley Bank, Signature, and First Republic Bank) and the loss of confidence in Credit Suisse–the first failure of a global systemically important bank since the 2008 financial crisis–are a stark reminder of the challenges posed by the interaction of tighter monetary and economic conditions with the accumulation of vulnerabilities in the financial system.
Past experience shows that rising debt burdens constrain future economic growth and potentially lead to higher unemployment and increased social unrest, as a larger share of GDP goes to debt service payments and less to new investment or countercyclical fiscal policies (Romer & Romer, 2019). However, because fiscal consolidation is expected to reduce both debt and GDP, the net effect of fiscal policy on debt ratios is far from clear.
Maintaining debt sustainability is one of the critical issues for the future. However, achieving this goal will require overcoming the challenges of the present and the pathologies of the past. The resilience of the global economy is likely to be tested anew in the coming years, with unprecedented levels of debt at a time when social resilience has already been undermined. Under these circumstances, the global economy is not well prepared for the next major disruptive event.

Shifting the Global Economic Weight from the West to the East and South
The twenty-first century has been dubbed the "Asian century" (Khanna, 2019; Kohli et al., 2011; Mahbubani, 2022; West, 2018) because of the estimated political, economic, and cultural dominance of the Asian continent in the coming decades, which is expected to make Asia a successor power to the American—post-war and especially post-Cold War—hegemony of the past and early twenty-first century (American Century), just as in the early twentieth century the United States had succeeded the British Empire, which was the world's leading power from 1815 to 1914 (Britain's "Imperial Century").
If current economic and demographic trends continue, Asia, which has and will continue to have the largest share of the world's population (United Nations, 2022a), will be at the center of the global economy by 2050 and is estimated to produce more than half of the world's GDP, far outstripping the West even without full convergence with Western living standards (Hubbard & Sharma, 2016). The main drivers of growth are technological progress, continued productivity growth, capital accumulation, and labor force growth (Kohli et al., 2011).
By 2050, three of the world's four largest economies could be Asian (China, India, and Indonesia), with the West represented only by the United States behind China (Daly & Gedminas, 2022) or even India (PwC, 2017).11 This simply means regaining the dominant economic position held by the East before the Industrial Revolution (Kohli et al., 2011). While Asia accounted for more than half of the world's income in 1820 (Nayyar, 2013), by the late 1960s, as Myrdal (1968) captures in his influential work The Asian Drama, it was the poorest continent in the world. However, since then, Asia has undergone a profound transformation through astonishing economic progress, which has certainly been uneven across countries (Nayyar, 2019).
Although individual setbacks (such as the Asian financial crisis of 1997) caused deviations from the broad general trend, the high economic performance of East Asian countries in the second half of the twentieth century (World Bank, 1993) was perhaps the strongest basis for the continent's promising prospects in the present century. However, since the beginning of the twenty-first century, it could be argued that this economic superiority has been transformed into a broader dynamic that could significantly alter the global balance and distribution of power in a number of important areas, such as international diplomacy, military power, and technology.
The main representative of the new picture emerging on the global economic map is China, whose growing weight in international economic affairs is undeniable. Since the late 1970s, when China began to open up and reform its economy, its GDP growth averaged over 9% per year, making it the main driver of global economic growth (Cordesman, 2019).
China's GDP currently accounts for approximately 18% of the global total (in dollars), which is only slightly less than the share of the rest of the developing world (IMF, 2023). China has thus evolved from an emerging market to a global economic superpower in recent decades, with its economy now the second largest in the world and the largest exporter in value terms since 2013 (Woetzel et al., 2019). Indeed, when its GDP is compared on a purchasing power parity basis, it is the largest economy, having overtaken the US economy since 2015, with a widening gap to date (Devonshire-Ellis, 2023).
China's emergence as an economic superpower is also linked to its emergence as a major military power and a nation of great international influence. In terms of global perceptions of the relative power of the two perceived larger poles of our time, much larger segments of the population in most countries see China's influence growing more than that of the United States (Silver et al., 2022).
And while the United States is still seen as the most important global economy, and especially the most important military power (Patton et al., 2023; Silver et al., 2019), China's diplomatic power and relationships through economic interdependence with developing countries have become remarkably similar to those of developed countries in the Global South (Patton et al., 2023; Schuman, 2023).12 Significantly, many low-income countries are increasingly borrowing from creditors other than the traditional Paris Club lenders (Paris Club)13 and especially from China (Kose et al., 2021a), which has made it the world's largest creditor (Horn et al., 2020) and the lender of last resort for many developing countries struggling to repay their debts (Horn et al., 2023).14

While its industrial power and role in global trade are well known, China is now assuming greater responsibility for the prosperity and interests of the Global South, with far greater resources and growing influence on the global financial system and international diplomacy than any other developing country, and is now in a position to act as an alternative power to the West. In this context, the Belt and Road Initiative, an initiative of geostrategic importance for China since 2013, is part of the aim to play a greater role in world affairs and challenge the post-war hegemony of the United States (Smith, 2021).
As for the other major emerging global powers from the Asian continent, India also sees itself as a leading voice in the developing world (Schuman, 2023). India is currently more of a developing regional power than China, but it is moving decisively15 by showing great economic potential in the long term. Its very high scores on power indicators related to future resources (Patton et al., 2023) also project its expected greater economic, military, and demographic weights in the coming decades.
India has the potential to become an economic superpower before it reaches 100 years of independence, and many views further argue that the Asian Century could well belong to India (West, 2018). There are many factors that support this view. To begin with, India's population is expected to surpass China's by 2023 (United Nations, 2022a), which, combined with its younger age composition (Travelli & Cai, 2023), means a larger labor force. Consequently, they imply large productive opportunities and high potential growth, as the Indian economy is a major source of supply to global supply chains and a fast-growing large digital economy (Dhawan et al., 2022); although poorer than China's economy, it has for years been experiencing higher growth in aggregate productivity and investment levels that are expected to converge in the coming years and is already growing faster, a trend that could continue (Bhalla & Bhasin, 2023).
The historical parenthesis therefore appears to be closing, and the world is moving toward a new equilibrium in which Asia, led by the countries of South and East Asia, is likely to become the center of gravity in the new international arena, with one or more of the region's nation-states emerging as global economic powers or even global leaders. However, the shift in global economic power is likely to be broader, involving and bringing, to the fore, to a greater or lesser extent, many emerging economies outside the two new major poles of India and China.
According to a PwC (2017) report on long-term changes in the global economic order, E7 countries (Brazil, China, India, Indonesia, Mexico, Russia, India, Indonesia, Russia, and Turkey) are expected to be twice the size of the G7 group by 2040 (PwC, 2017). By 2050, six of the world's seven largest economies could be emerging markets, with Vietnam potentially the fastest-growing major economy in the world (rising to the 20th place in the global GDP ranking), while the European Union's share of global GDP could fall below 10%. Indeed, if the projection horizon is extended, the prospect of rapid population growth in countries such as Nigeria, Pakistan, and Egypt, in contrast to Western countries facing serious demographic problems and aging populations–could, with appropriate policy and institutional upgrading, see their economies, as well as those of Indonesia and Brazil, become some of the largest in the world by 2075, overtaking countries such as Germany and the UK (Daly & Gedminas, 2022).
Many of the current BRICS members (Brazil, Russia, India, China, and South Africa) are already experiencing real GDP growth rates that exceed those of the G7 countries (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United States), and it is estimated that by 2050 the countries of the bloc will have average GDP growth of 189%, compared with the G7 average of 50% (Daly & Gedminas, 2022). The main predictions at the beginning of the twenty-first century about the long-term explosive growth of BRICS countries have already been confirmed; the only shortfall is that it happened much faster than expected (O’ Neil, 2011).
Today, the BRICS countries' GDP (measured in dollars) as a percentage of the global total is 26%, while it will rise to 29% in early 2024 with the addition of the six new members (Saudi Arabia, Iran, Ethiopia, Egypt, Argentina, and the United Arab Emirates), it will remain well below the G7's 43% (Conte, 2023). However, in terms of real purchasing power, the six original BRICS countries will have overtaken the G7 by 2021, and the gap will widen further by 2023, when they will account for approximately 32% of the global GDP, while the G7 share will have fallen to 30% (Perreira, 2023). Indeed, the countries of the extended bloc are optimistic that by 2030, they will contribute more than 50% of the global GDP (Devonshire-Ellis, 2023).
As a result, the share of global GDP accounted for by many developing countries in the East and South is likely to continue to grow over time. And while most of them individually do not show the potential to be considered as potential economic superpowers (Bishop, 2022), collectively they hope to form the core of a rebalancing of the global economic order (Bavier, 2023), but this remains to be seen.
The addition of the six countries to the BRICS bloc, for example, brings with it new economic resources and greater power in numbers,16 with the clear aim of increasing influence and challenging Western hegemony in world affairs, the rules and principles of diplomacy, the role of international institutions, trade and finance methods, and monetary and energy conditions (Lu, 2023; Pant, 2023). At the same time, it offers greater "legitimacy" and reinforces the sense that other countries deserve to join, an effect that could be multiplied by more actively promoting the original plan to establish multilateral rules in global governance, reforming international financial institutions, and supporting a democratic and multipolar global order (BRICS Informational Portal, 2009).
The inclusion of only countries that have friendly relations with China and are mostly characterized by authoritarian forms of governance, it is argued, will make BRICS + a tool of Chinese diplomacy and an even more anti-democratic and anti-Western bloc (Acemoglu, 2023); Bishop, 2022)—such power alliances are not exclusively a purely economic phenomenon, as their political impact on the governance of the global economy is equally important (Hopewell, 2017)—at a time when the divide between the West and the Global South is widening and developing countries have been deprived of many of the benefits of globalization (Burrows & Darnal, 2022).
But the support of developing countries will be crucial to the stakes of the competition between East and West for control of global governance. After all, the nature of state power has changed and is no longer based to the same extent on military power or the strength of the national economy, but on more subtle qualities and levers of influence that give a country what is known as "soft power" (Nye, 2004), developed through foreign policy and cultural and political values, and which offers the possibility of shaping the agenda of third countries at the international political and institutional level.
Efforts by powerful countries in the East and South to draw developing countries into non-Western multilateral institutions will continue. However, in the rapidly evolving dynamics of global economic power, emerging multilateralism has already begun to increasingly leave the West and its institutions behind. The establishment of the Asian Infrastructure Investment Bank and the New Development Bank—more commonly referred to as the BRICS Development Bank—are classic examples of competing goals to sideline two of the major post-war international institutions established by the West, the World Bank and the International Monetary Fund (Cohn, 2016), and to trigger a fundamental shift in global economic and political power (Stiglitz, 2014).17
18

After the fall of the Berlin Wall, there was a dominant mindset on the developed side of the globe based on the belief that the universality and broadening of the scope of US-dominated international institutions would lead to their resilience and further strengthening (Leonard, 2023) and that economic growth through globalization would lead to a convergence toward the liberal, political, and economic values of the West (Seita, 1997).
On the contrary, the perceptions shaped today and expressed by the ongoing divergence between the slow-growing, inward-looking, xenophobic, pessimistic, anti-trade, anti-globalization West, and the optimistic, forward-looking, outward-looking, transnational East (Khanna, 2019), while simplistically dichotomous, are not far from reality.
The result is a remarkable trend away from the globalization of the past, where the systemic failures of the global economic system and the global governance model of recent decades have led to its slowdown and fragmentation. Moreover, the emergence of many regional financial arrangements (RFCs) reflects the growing dissatisfaction of developing countries with the current framework of international economic and financial architecture, which continues to be disproportionately controlled by advanced economies without effectively incorporating the needs of the developing side of the globe (Mohan & Muneesh, 2015).
The exact distribution of economic and political power in the future cannot be estimated with certainty. The only certainty is that the unipolar world must be considered a thing of the past, and that a multipolar and undefined world is emerging that looks more like an arena composed of many powerful actors (Wolf, 2023). In reality, however, if tensions between the West and East persist and there is no recognition of the shared prosperity that comes from a rule-based world order and continued cooperation, a world with even larger emerging economies, coupled with the weakening of developed countries, could be a recipe for international instability and greater geopolitical tensions. Under these circumstances, solving the pressing challenges that humanity is likely to face can become even more difficult.
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Footnotes
1Lakner and Milanovic (2013) estimate that the global Gini index was about 70.5 in 2008, having fallen by about 2 points since 1988, implying that global inequality has declined but remains very high. Hellebrandt and Mauro (2015), using their own measures, show that the Gini coefficient of global inequality fell from 68.7 to 64.9 in the decade between 2003 and 2013, and that global median income increased, although incomes remained very low for most of the world's population.

 

2The reference to global inequality and how it is measured is somewhat confusing. For conceptual variations of global inequality and the different results they imply, see Milanovic (2005), who defines the three concepts of inequality:	a.
Unweighted inequality between countries. It concerns the comparison of income per capita between countries. The first concept is a measure of international inequality as it compares countries (the average representative). However, it is not a measure of inequality between citizens of the world.

 




	b.
Population-weighted inequality. Here the number of representatives from each country is proportional to its population. For example, a country with twice the population of another will be counted twice (two representatives) in the global comparison list. The second concept still refers to international inequality (it compares average incomes between countries, so it assumes that the distribution within a country is perfectly equal), but it is measured on a more correct basis.

 




	iii.
Real global inequality. Inequality is calculated for all individuals in the world. There are no country representatives (so it is not a country-level comparison), as all citizens of the world, regardless of country of origin, are lined up (income grouped) from the poorest to the richest. Thus, the third concept includes the degree of inequality within countries. The disadvantage of this measure is, of course, the difficulty of collecting data.

 






 

3According to the OECD (2015), low human capital growth is the main mechanism through which rising income inequality in OECD countries over the period 1985–2005 led to a 4.7 percentage point (country average) reduction in the overall potential growth of economies between 1990 and 2010.

 

4These include progressive transfers and effective use of tax policy, strengthening the education and capacity of individuals and businesses to adapt to market dynamics, and ensuring that markets work fairly for all.

 

5It is also worth noting that the world's top three debtors (the United States, China, and Japan) accounted for more than half of global debt in 2016, which is significantly larger than their share of global GDP (Mbaye et al., 2018).

 

6The 20-point decline in global debt over the last two years was supported by the expected recovery in economic activity—after the sharp contraction in the early stages of the pandemic—and higher than expected inflation. This reduction, while correcting a large part of the problem, was not enough to offset the debt explosion caused by Covid-19.
In particular, global public debt stood at 92% of GDP in 2022 (or just over $91 trillion), remaining high (7.5 percentage points higher than in 2019) despite the recovery in growth and much higher than expected inflation, and offsetting only about half of the increase associated with the pandemic (Poplawski-Ribeiro et al., 2023).
Even after the end of fiscal support to combat the pandemic, fiscal deficits kept public debt high as many governments spent more to stimulate growth and respond to food and energy price spikes.
On the other hand, global private debt stood at 146% of GDP in 2022 (or close to $144 trillion), but declined at a faster pace (-12%) cumulatively in the previous two years, largely offsetting the increase (14%) due to the pandemic (Poplawski-Ribeiro et al., 2023).

 

7Rising inflation can affect debt ratios through at least two channels: (1) higher nominal GDP and (2) higher nominal interest rates. The second mechanism, in turn, depends on whether inflation is expected or not. In the case of unanticipated inflation (or no inflation), higher inflation raises (inflates) nominal GDP, i.e., the denominator of the debt-to-GDP ratio, and, because fixed interest rates (borrowing costs are unchanged), causes the debt ratio to fall.

 

8The study shows that a combination of unsustainable macroeconomic policies, excessive credit booms and high capital mobility form the spectrum of causes of these crises, but in combination with economic policy paralysis due to a variety of economic and political constraints.

 

9Debt is growing faster in the developing world than in the developed world, and much more is being spent on servicing it. Significantly, the number of countries where interest costs account for 10% (or more) of government revenue will rise from 29 in 2010 to 55 in 2020, and for many this cost is higher than spending on education or health (UNGCRG & UN Regional Commissions, 2023).

 

10Of course, the challenges to the robustness of the financial system are multidimensional and heterogeneous, and new concerns may arise from the development of parallel trends. One such case is the energy transition. As humanity moves toward a ‘green era,’ the profit outlook in sectors such as oil and coal production is expected to be negatively affected, and a sharp decline in the value of fossil fuel-related assets (stranded assets) will reduce the ability of banks to absorb losses and may even make them vulnerable to insolvency (Vermeulen et al., 2019).
Similar concerns are also raised by the emergence of new disruptive technologies. Therefore, under an alternative analytical framework, financial technology (fintech), whether related to the non-bank actors (start-ups) that are mostly driving it or the banks that are adopting it, could, if left to grow unchecked, outpace the monetary authorities and thus increase systemic risk (Van Loo, 2018).

 

11It is worth noting that at the turn of the century, China's economy was close to the size of Italy's and accounted for only 12% of US GDP, and India's economy was about the size of the Netherlands and far from the ten largest economies in the world (Daly & Gedminas, 2022).

 

12According to the Asia Power Index (Patton et al, 2023)—which measures the relative power of countries in the Asian region using 133 sub-indicators across eight thematic measures of power (economic resources, military capability, resilience, future resources, diplomatic influence, economic relations, defense networks, cultural influence), thus indicating the ability to direct or influence the behavior of other states on the continent and the evolution of international events the US is still ahead of China in cultural influence (although it appears to be more militarily capable than China), defense alliances, regional defense diplomacy and the ability to deter actual or potential threats. In terms of economic capabilities, measured by GDP, technological sophistication and global connectivity, and future resources, the differences are negligible. The same applies to participation in multilateral institutions and organizations, overall foreign policy, and strategic ambitions, with the difference that China is in a slightly more advantageous position. On the other hand, China is much more advanced in its ability to exert influence and leverage through economic interdependence, measured in terms of trade relations, investment ties, and economic diplomacy.

 

13In particular, 70% of total developing country debt is attributed to China, India, and Brazil (UNGCRG, 2023).

 

14China's two main state-owned banks—the Export–Import Bank of China and the China Development Bank—provided $498 billion in development finance to 100 countries between 2008 and 2021, equivalent to around 80% of the World Bank's lending over the same period. This makes China's development finance one of the most active in the world (Ray, 2023).

 

15Typically, in an attempt to provide an alternative to China's Belt and Road Initiative and access to South Asia, India has also created the ‘International North–South Transport Corridor’ (Shepard, 2017), while similarly the joint formation of the Asia-Africa Growth Corridor with Japan aims to better integrate the economies of South, Southeast and East Asia with Oceania and Africa (Shepard, 2019). At the same time, it is a member of B3W (Build Back Better World), a G7 initiative that looks forward to development finance for low- and middle-income countries (Holland & Faulconbridge, 2021), with New Delhi's financial support for other developing countries having increased significantly (Khalaf, 2022).

 

16The new expanded bloc of countries will have a total population that will now amount to 46% of the world population, their share of world merchandise trade will increase from 20 to 25%, still mostly driven by China, but the biggest impact will be on the share of world oil production, which will increase from the current 18% to 40% (Lu, 2023).

 

17Similarly, the Shanghai Cooperation Organization (SCO), founded by China and Russia in 2001, is not a purely defensive alliance, but expresses competing geopolitical interests with NATO in Central Asia and the Persian Gulf (Sun & Elmahly, 2018), with the aim of expanding its power and actions in the future (Aydıntaşbaş et al., 2022).The Eurasian Economic Union (EEU) is a competing structure to the European Union, limiting Western influence in the Eastern European region (Popescu, 2021; Sadri, 2014).

 

18In recent decades, China has pursued a multifaceted strategy toward global governance, supporting international institutions and agreements that align with its goals and norms, while seeking to create alternative institutions and models by undermining international norms and values that are contrary to its interests (Huang & Kurlantzick, 2020).
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Introduction
The need to plan, envision, and partly predict the future, to the extent that this is possible and with the weaknesses that pervade human existence—use of heuristics, diversity of perceptions and behaviors, and limited information—is primordial and ever present. Visioning and strategic planning are necessary to prepare for the future.
The formulation of this idea not only concerns futures studies or social sciences such as economics, but can also be found, with some essential differences, in the life sciences. For example, Salverda and de Visser (2011) note that, although there is no concept of strategic planning in evolution per se, there is the possibility of generating solutions where this is deemed necessary. Thus, they conclude that the laws of evolution actually ensure the future of an organization based on its ability to evolve and respond to the conditions presented. By analogy, we can say that the effort to envision the future, while not accurately predicting the future, prepares us to face difficulties and evolve.
In this light, futures, living organisms, and unexpected events co-evolve, sometimes consciously, with intentional actions to produce certain effects, and sometimes unconsciously, somehow unintentionally, without knowledge of the consequences. The ability to imagine many futures is accompanied by an ability to understand different sets of actions and their effects on the world. Scenario planning is thus a tool for preparing for the future because of its ability to capture a range of possibilities in rich detail (Shoemaker, 1995). In essence, scenarios address systemic uncertainty and provide a glimpse of the future by simplifying the available data into a limited number of possible situations (Shoemaker, 1995).
In other words, each scenario presents a different narrative for the future and prepares individuals, policymakers, and societies for plausible, different outcomes. In this way, scenario planning encourages a system to become flexible and resilient to respond to any scenario, or to respond to a future that turns out to fall between some scenarios, or to a future that does not resemble any of the scenarios (Phillips, 2019). In the latter case, we refer to a future in which catastrophic circumstances, such as climate change or nuclear war, could trigger a collapse scenario. In short, the scenarios describe possibilities and not certainties.
How futures are shaped—in reality or in imagination—is related to (i) the perception of time, (ii) historical evolution, (iii) knowledge and access to knowledge, (iv) the human approach to life through emotions such as optimism or pessimism, and (v) our inherited need to try to survive and prosper. These concepts are, of course, familiar as they have been analyzed in detail previously and are the contextual factors that ultimately form the “big picture.”
More specifically, the contextual factors that we have examined individually and in detail in the first two parts of this book are relevant when making decisions and predictions about the future (Jenkins & Hsu, 2017). By ‘contextual factors,’ we refer to a broad umbrella of concepts that shape system dynamics (Mills & Wilner, 2022). Some of these factors evolve dynamically, whereas others are the products of shocks to the system. We also call them ‘oscillating factors’ because despite their importance, it is difficult to incorporate them into a scenario by quantifying their effects (Kanzola et al., 2023). The study of oscillating factors facilitates speculation regarding which scenario is more likely to prevail.
The aim of this final chapter is to highlight the importance of key contextual factors for the future, and to provide a critical but concise analysis of the issue in terms of scenario design. To this end, we focus on factors that influence human action in a dynamic manner, such as culture, collective social values, goals, and priorities (section ‘Culture, Social Values and the Future’). We also considered the impact of high and irreducible systemic uncertainty on societal expectations (section ‘Systemic Uncertainty and Social Expectations’). Finally, we summarize the main implications of social microfoundations for foresight (section ‘The Big Picture, Scenarios and Serendipity’). In essence, then, the final chapter of this book presents the ‘big picture’ by integrating all the previous analyses and serves as a position of conclusions and key points.

Culture, Social Values, and the Future
Capitalism1 is an economic system that is driven by private ownership and investment, profit-maximizing incentives, minimal government intervention, and competition. However, it is characterized by many ambiguities, such as the fact that it generates a great deal of wealth while creating great inequalities, which often create the conditions for the system to become disorganized, with successive economic booms and busts affecting social well-being.
The question remains whether the same traditional forces will continue to drive capitalism in the future. Putting sustainability and the sustainable integration of economies at the center of economic objectives has implications for the future of capitalism, for example, because it is incompatible with strict profit maximization.2 In other words, when we consider sustainability as the main objective of economic activity, profit maximization and utility objectives based on monetary incentives are (at least partially) replaced (Petrakis & Kanzola, 2022).
Moreover, the role of official institutions is evolving toward a rule-based and discretionary approach, as the Covid-19 pandemic has demonstrated, due to the severity of the situation and the measures required to stabilize the economy. At the same time, the rise of nationalism, populism, and protectionism significantly reduces prospects for improved global coordination by favoring deglobalization tendencies (Boston, 2021). On the other hand, a worsening climate is leading to a shortage of non-renewable resources, with the market failing to produce adequate alternatives for these resources (Park, 2015).
In any case, the future of capitalism and whether it will take on more ‘sustainable’ forms depends on the prevailing social values and the recognition of human needs. In general, human needs and actions are closely linked because of the interrelationship between personal values and identities and social values and identities. People form their sense of self-worth and personal identity on the basis of their needs (Allport, 1937). However, through interactive processes such as socialization, individual values are mixed with social values, which leads to the reduction of the egoistic perspective (Schwartz & Bilsky, 1987, 1990). According to Schwartz and Bilsky (1987), values are cognitive representations of three universal needs: biological needs, interactional needs for human coordination, and social needs for social welfare and group survival. Focusing on the last element, this section seeks to answer the following question: How do dominant social values shape the future?
Thinking about the future involves thinking about society’s future (Király et al., 2013). Scenario-planning exercises require those involved in foresight to consider how society currently functions, and how it will function in the future (Király et al., 2013). To this end, values can be used as ‘scanning’ tools that introduce complexity and its effects on the system in a controlled way (Mills & Wilner, 2022).
Furthermore, social values are crucial for detecting changes in terms of the development or regression of society (Mills & Wilner, 2022). This is because the social values are relatively stable. Therefore, as values form the basis of economic, political, and cultural organizations, they are also an important element of the future, as they provide societies with a basic portfolio of socially acceptable and unacceptable behaviors and contribute to the social determination of the future (Bachika & Schulz, 2011). Although cultural differences are difficult to measure, we can theoretically approach their effects (Andersen & Rasmussen, 2014).
From Hofstede's measurements (1980)3 In terms of cultural dimensions, the most useful dimensions that influence the context of the scenarios are power distance, individualism, and uncertainty avoidance. The power distance dimension has implications for society's preferences regarding the distribution of power. For example, low-power distance societies favor inclusive governance and reduction of inequalities. At the same time, individualistic societies tend to call for democratization and reduced state intervention, as equality before the law and limited interventionism help ensure personal freedom (Gorodnichenko & Roland, 2015).4

In a different approach, as we have seen, Inglehart and Welzel (2010) suggest that much of the variation in social values falls into one of two broad categories. The first category concerns traditional versus secular values, and the second concerns values related to survival versus those related to personal expressions (Inglehart &Welzel, 2010). The second category of (so-called) cross-cultural variables relates to the discourse on materialist versus post-materialist social backgrounds. In a post-materialist context, there is an emphasis on subjective well-being, personal expression, quality of life, and preservation of the environment. Therefore, post-materialist values help in the transition from ‘traditional’ forms of capitalism to more ‘sustainable’ ones (Isham et al., 2022).
Culture, as a complex system of knowledge, beliefs, arts, traditions, and institutions, is a mechanism linking individuals and societies (Schhafer, 1991). Culture and social values have an impact on shaping the future through the vehicle of expectations and human behavior. By analyzing the dominant social values and cultural background, we gain a valuable understanding of the system's response mechanisms to each of the possible scenarios for the future.

Systemic Uncertainty and Social Expectations
As we have made clear, through scenario building and foresight exercises, we seek to reduce systemic uncertainty; otherwise, we would be completely ignorant and unprepared for the future (Oehmen et al., 2020).5 Foresight exercises aim to facilitate the decision-making processes for alternative futures under uncertainty. To this end, individuals are seen as 'actors' in the generated scenario, whose beliefs and expectations influence their mapping of the future given the level of uncertainty. In the economic sector, uncertainty is recognized as one of the main dominant trends globally and is inherited in every decision (Magruk, 2017), which has a number of implications.
Under conditions of high inherited and irreversible systemic uncertainty, individuals tend to be more myopic because of their limited ability to assess their distant future (Tversky & Kahneman, 1974). Subjective probability estimates of the future are based on heuristic rules (Tversky & Kahneman, 1974). The study of heuristics is based on the cognitively simplified mechanisms that individuals use to interpret a given set of stimuli (Schirrmeister et al., 2020). In general, the heuristic method facilitates everyday decisions; however, in situations of high uncertainty, it can lead to systemic errors or biases due to misperceptions (Tversky & Kahneman, 1974). Systemic errors and biases tend to be amplified when individuals have no tolerance of uncertainty.
Societies with higher overall tolerance for uncertainty are more resilient and adaptable to the effects of economic and other shocks. On the other hand, societies affected by uncertainty can panic and act shortsightedly. This type of behavior, combined with uncertainty aversion, means that more attention is paid to short- and medium-term planning (Andersen & Rasmussen, 2014).
This is a causal implication that leads to the perception that policymakers should find immediate solutions to short-term problems while leaving long-term issues for the future (MacKenzie, 2021). The short-term political horizon prioritizes the needs of current voters over those of future voters, rendering the latter politically powerless (Boston, 2021). Thus, the long-term interests of individuals, such as mitigating the climate crisis, are compromised because, for example, short-term energy deficits distract governments from long-term challenges (Boston, 2021).
Good decision-making, however, requires long-term planning, concern for future generations of people and species, and acceptance of the principles of social and environmental sustainability, including theoretical and philosophical questions about the purpose and meaning of life on earth (Tonn, 2003). In addition, it is characteristic that individuals with progressive expectations and concerns about future developments are more concerned about issues with long-term implications. This type of concern is reflected in their actions, as they plan for the future, with sustainability as the main macro goal. These individuals are also more resilient to uncertainty owing to their future orientation (Yang et al., 2021).
This again points to an obvious link between a society's time orientation and decision-making, which influences the mapping of the future. Clearly, perceptions of the future and short- and long-term strategies are influenced and shaped by government structures (Van Assche et al., 2021). However, in addition to these ‘known,’ albeit complex, points, there is also serendipity in the development of the future that can overturn our perception of what is real, true, or likely.

The Big Picture, Scenarios, and Serendipity
The future depends on the priorities set collectively by individuals. The notion of collective priorities is reflected in the body of society as a society of collective action. For example, if profit maximization and short-termism are the driving forces of capitalism, the future adapts accordingly. If the priority of societies worldwide is life satisfaction, the future will adapt accordingly.
How close or far we are from an extremely unfavorable or favorable future depends on short-sighted policy-making and its consequences. In other words, we see that those who create scenarios in policy-making have an important role to play in guiding societies to incorporate or maintain the values associated with societal goals (resilience and sustainability). Moreover, a resilient state can also combat the lack of tolerance to systemic uncertainty. Of course, these projects require time, meaningful policy choices in the direction of prosperity, and resistance to elites and interest groups, which might obstruct this policy work.
On the other hand, the active regulation of economies to adopt ‘sustainable’ forms of capitalism will be closer to favorable future developments, especially if such policies ‘embrace’ existing post-materialist values and create the right conditions for prosperity without marginalizing basic norms, institutions, customs, and traditions (Kanzola et al., 2023).
In conclusion, we cannot provide a definitive answer for what the future will be like. However, we can learn from the past, study the present and its characteristics, and imagine the future we would like to live in order to avoid the pitfalls. Thus, based on the prevailing contextual factors, we can speculate which scenario is closer to reality. This book has attempted to explore these issues in sufficient depth to help anyone interested in understanding some of the fine threads that make up reality and influence the future. What is certain is that the future is already here every day, and that today is not only the beginning of foresight, but also the beginning of prevention of any unpleasant events.
Figure 14.1 presents the ‘big picture’ of the future, based on what we have discussed in previous chapters. The different versions of the future correspond to four scenarios that are constructed according to the steps described.[image: A Venn diagram (Venn, 1876) with three overlapping circles, each representing different geopolitical and economic themes. The left circle includes terms like "Economic Stability," "Technological Integration," and "Democracy." The top circle features "Strained International Relations," "Rising Debt," and "Economic Volatility." The right circle lists "Economic Uncertainty," "Materialism," and "Cultural Regression." Overlapping areas highlight shared concepts such as "Local Geopolitical Stability," "Energy Efficiency," and "Severe Multipolarity." The diagram illustrates the complex interplay between these factors.]
Fig. 14.1Versions of reality, the future, and randomness.
Source Adapted from Petrakis (2023)



Figure 14.1 is an illustration of probabilistic scenarios using the concepts discussed in the previous chapters. A Venn diagram approach has been chosen to illustrate these probabilistic scenarios. In general, Venn diagrams are a widely used way of visualizing logical set relationships and are named after mathematician John Venn (1834–1923) who introduced them as a way of visualizing relationships and data that are compatible or incompatible (Venn, 1876). In this manner, we can understand some systemic uncertainties.
Therefore, the illustration above refers to basic scenarios and their subcategories, as they arise from the intersections of the sets of events that each scenario describes. It is possible to create additional conditions in subsets of scenarios that comprise individual realities. However, the enrichment of sets and subsets would lead to an extremely complex picture that, while clearly approximating the existence of many future states and realities, would be very difficult to explain and analyze. In this context, further remarks should be made regarding the role of serendipity in our analysis. Assuming that the “perceived” and possible versions of the future, as determined by the course of the system so far, are represented in the depicted sets of events of different intensities, serendipity in its extreme manifestations expresses that the future can be characterized by completely unknown conditions.
In the first set of probabilistic developments (top left), there is an optimistic view of the future of societies, which is of course accompanied by favorable conditions in terms of social goals and cultural and political backgrounds. Such a version of the future requires the development or evolution of social attitudes and perceptions that demonstrate future-oriented behavior, the acceptance of new sustainable lifestyles, and a shift toward secular and post-materialist values. Emphasis should be placed on the values of freedom and self-expression, the importance of developing trust at interpersonal, social, and institutional levels, and the need to cultivate social responsibility and active participation in economic and political life in order to shape a future that ‘belongs’ to all.
More specifically, the development of human capital; the management and smoothing of demographic imbalances; and strong and effective education, health, and welfare systems act as levers of social development and as a shield for vulnerable social groups, ensuring quality of life. Following the basic principles of progress, societies are aware of their impact and focus on combating negative effects and threats, whether intrinsic or exogenous, to the system. Such an approach to life and the future naturally implies environmental stabilization.
In the political sphere, equality, the rule of law, political stability, and the defense of liberal values and democratic institutions will guarantee the exercise of impartial, independent, and effective governance, oriented toward meeting the needs of present and future generations, economic growth, and a high level of social welfare. At the international level, at the same time, the emergence of an effective model of global governance and the prevalence of peace and harmonious coexistence will be necessary conditions and will be expressed in expanded defense alliances, mutually beneficial transnational cooperation and the development of globalization, mutually acceptable and inclusive international institutions, low levels of geopolitical uncertainty, and energy security.
As a result, in light of an optimistic but possible perspective, and with the appropriate social and governmental mobilization, economies will enjoy sustainable growth rates without major fluctuations and with effective debt management, stability of the international monetary and financial framework, high levels of investment, and low systemic uncertainty. Opportunities will be created for all, and the fruits of economic growth will be shared fairly across societies, reducing inequalities.
The second set of probabilistic developments (bottom left) expresses the gradual evolution of future situations, aware of the need to adapt to new developments. Of course, instabilities may arise due to conflicts of interest. Here too, the emphasis is on secular and post-materialist values coexisting with traditional values. In general, time orientation strikes a healthy balance between the present and future.
From this perspective, quality of life is improving, but at a slower pace. The weaker development of human capital, the challenges of transforming education, health, and welfare systems, and the constraints imposed by economic and demographic conditions, although they are improving, are obstacles that need to be gradually overcome in the quest for social and sustainable development. In the area of technological and scientific progress, research and development are improving people's lives but are accompanied by the need to further improve the regulatory framework to address the threats they pose. The climate crisis is being addressed through significant mitigation and adaptation efforts, with biodiversity conservation and energy sufficiency; thus, social well-being is achieved at stable levels. And although environmental indicators do not meet optimal targets, fossil fuel energy production and greenhouse gas emissions are declining. Renewable energy sources have become more accessible and sustainable over time, and individuals and societies are slowly but surely adapting to the necessary energy transition.
In addition, governance within countries is based on liberal and democratic values and forward-looking policies to achieve long-term goals. In the short term, however, it faces difficulties in responding consistently to the growing demands of citizens and the goals of sustainable development, leading to unstable political stability, occasional political deadlock, social discontent, and the emergence of low levels of trust in institutions. At the international level, the global governance model appears to be sufficiently effective based on the consciously shared benefits of tackling climate change, economic cooperation, and the prevalence of peace. However, it is based on competing sets of multilateral alliances and institutions; thus, international conflicting interests and local geopolitical risks, while not threatening global stability, are real.
In terms of the outlook for economies in a gradual adjustment scenario, economic growth and overall living standards will continue to rise. Although debt levels will be high, they will also be sustainable, but patterns of globalization, international competition, and policy inefficiencies will lead to sub-optimal levels of investment, deviations from sustainable growth objectives such as reducing inequality and increasing social mobility, and ultimately, relative economic and social well-being.
The third set of probabilistic developments (top right) tends toward a slightly pessimistic view, where the system does not heed the signals of a turnaround but moves in an unsustainable long-term direction. This type of behavior is accompanied by a broader orientation toward the present, which is expressed through individual, social, and political aspirations. Materialistic values therefore have a strong influence on individuals’ perceptions and attitudes, and there are low levels of trust and social responsibility, accompanied by skepticism about technological development, acceptance of new lifestyles, and wider information about welfare issues such as the climate crisis.
In an unsustainable scenario for the future of societies, economic growth is driven by the principles of ‘traditional’ capitalism, environmental degradation worsens and biodiversity steadily declines, as energy needs are still largely met by burning fossil fuels, green innovations and pro-environmental perceptions develop slowly, and mitigation and adaptation policies for the climate crisis fail.
In addition, while the majority of the population is supported and there is a strong state, governance within the countries, being present-oriented, is slipping into populist practices, downgrading democratic institutions, and basic social priorities to achieve prosperity, developing protectionist policies, leading to political instability, strong social discontent, and ultimately undermining long-term social well-being. At the global level, protectionism is spreading, local conflicts are emerging, and geopolitical risk and uncertainty are at high levels, leading to the disruption and revision of international relations, the weakening of international institutions, and obstacles to the maintenance of world peace.
In terms of a pessimistic but theoretically possible outlook for economies, this could include a wide combination of situations such as low levels of growth and investment, large economic fluctuations, frequent recessions, high inflation and an unstable financial system, high unemployment, unequal distribution of unsustainable growth, and high inequality ratios.
Another, less favorable, set of probabilistic developments (bottom right) describes a range of adverse conditions, the realization of which would entail the possible disorganization of societies and economies as we know them today. It should be noted that these adverse developments should not be perceived as extremely unknown phenomena (black swans), as they are described in the context of available information and the probabilistic extension and synthesis of already known negative trends. Moreover, black swans are impossible to predict.
In the fourth case, therefore, social, political, and environmental progress declined along with a corresponding political and cultural environment. In essence, short-sighted governance—local and international—is ineffective and based on authoritarian populism, violation of the rule of law and democratic institutions, and questioning of free market rules, private property, and globalization. In addition, the state is incapable of fulfilling its obligations and dealing with threats of all types. At the global level, multipolarity, protectionism, and deglobalization will be the dominant trends, and international tensions will be frequent, and widespread armed conflict will likely keep geopolitical risk and uncertainty at historically high levels.
These conditions will exacerbate the problems of the environmental crisis and ultimately lead to an inability to ensure the long-term well-being of humanity on Earth. Finally, in a very pessimistic and unfavorable light, economies will be characterized by very low economic growth and development, frequent economic recessions and disruptions, the accumulation of very high levels of debt and risks of national bankruptcy, serious instability of the financial system, high unemployment, inflated inequality and poverty rates, and very low levels of social well-being.
As can be seen, the above expression of probabilistic events is extremely pessimistic and causes the expected discomfort, but it fully serves the purpose of analyzing pessimistic views. The purpose is to highlight the importance of prevention in the present in order to avoid negative developments in the future. Since possible futures are numerous and fluid, negative situations should not be ruled out, especially in the absence of providence, because then engagement with foresight would be utopian. In addition, it can be seen that the subsets at the intersections of the basic scenarios represent similarities between the scenarios and thus also other combined versions of reality, ceteris paribus.
At this point, it is valuable to refer to John Venn’s perspective on foresight exercises. Specifically, in his work The Logic of Chance (1876, pp. 733–737), he states that for most individuals’ “[…] the elements of uncertainty may be so strong […] that they are anxious to adopt some means of reducing them.“ In this direction “culture has taken significant steps to reduce this uncertainty, but has undoubtedly increased (perceptions of) (systemic) uncertainty in other directions” (Venn, 1876, pp. 733–737). And he goes on to say that to understand the causes of systemic uncertainty, as defined in this book, one must look back to political economy, where it is evident that major systemic uncertainties have been reduced, but this has not been realized because of a broader focus on measuring purely economic outcomes (Venn, 1876, pp. 733–737). The solution offered is therefore foresight, involving observation, providence, and imagination to anticipate—as far as possible—the conditions we do not want to experience (Venn, 1876, pp. 733–737). It is this approach and the same aims that are pursued in the book you are holding in your hands, synthesizing the political economy of long-term strategic planning and the art of foresight.
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Footnotes
1It should be noted that the specific reference to the system of capitalism is not ideological, but refers to the historical development of the concept as an internationally established political, economic, and social system, with few exceptions, which has undoubtedly determined the evolution of things up to the present day.

 

2Of course, the importance of sustainability goes hand in hand with the importance of the climate crisis as one of the greatest challenges facing humanity, threatening human life, and civilization.

 

3It should be noted that the definition of culture used by Hofstede is an anthropological one. Therefore, culture is the sum of attitudes and beliefs that evolve dynamically and produce actions and patterns of behavior.

 

4The dimension of uncertainty avoidance and its implications are discussed in the next section.

 

5However, it should be emphasized that, regardless of our efforts to predict the future, there is always the possibility of unforeseen events that affect and alter human behavior.
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