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Preface
This volume brings together a curated selection of articles presented at the Digital Sourcing, Platforms, and Ecosystems Workshop, held in March 2025 in Austria. The workshop convened leading scholars and practitioners to explore the evolving intersection of digital sourcing strategies and platform-based ecosystems—a nexus that is increasingly shaping the future of organizational design, value creation, and technological collaboration.
The workshop was conceived as a response to the growing need for integrative thinking across disciplines that have traditionally operated in silos. Digital sourcing, with its focus on how organizations acquire and manage digital capabilities, and platform ecosystems, which emphasize the orchestration of value through interconnected actors and technologies, are converging in practice but often remain disconnected in academic discourse. This event aimed to bridge that gap by fostering dialogue, sharing empirical insights, and developing conceptual frameworks that illuminate the synergies and tensions between these domains.
This book is the result of a rigorous and collaborative academic process that began with 20 initial submissions. From these, 9 papers were selected for invitation based on their originality, relevance, and potential impact. Each invited paper underwent a thorough double-blind peer-review process, receiving feedback from two independent reviewers prior to the workshop. During the workshop, authors also benefited from interactive discussions and constructive critiques from participants, which further enriched their work. The final chapters presented in this volume are revised versions of these papers, incorporating both pre-workshop reviews and insights gained during the event. 
This volume opens with an introduction developed by three of the co-organizers of the workshop, serving as a foundational chapter that outlines emerging directions for future research. With a particular focus on the intersection of sourcing and platform ecosystems, the chapter aims to stimulate scholarly dialogue by proposing conceptual linkages and identifying key questions that merit further exploration. It reflects the collaborative spirit of the workshop and sets the stage for the contributions that follow. The other articles in this book reflect the richness and diversity of the discussions held during the workshop. They span topics such as platform governance, sourcing strategies in multi-sided markets, digital capability building, ecosystem orchestration, and the role of data and AI in shaping sourcing decisions. Each contribution offers a unique lens on how organizations can navigate the complexities of digital transformation through both strategic sourcing and ecosystem engagement.
Collectively, these works emphasize the importance of rethinking traditional boundaries—between firms and platforms, between buyers and suppliers, and between internal capabilities and external partnerships. They highlight how digital sourcing is no longer merely a procurement function but a strategic lever for ecosystem participation and innovation. Likewise, they show how platform ecosystems are not just technological infrastructures but dynamic arenas for co-creation, competition, and value distribution.
We hope this volume serves as a valuable resource for researchers, practitioners, and policymakers seeking to understand and shape the future of digital sourcing and platform ecosystems. The insights herein are not only timely but foundational for building resilient, adaptive, and collaborative digital enterprises.
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Abstract
This chapter bridges two foundational streams in Information Systems (IS) research: digital sourcing and digital platform ecosystems. Historically treated as distinct, these domains are increasingly converging due to shifts in technology, organizational strategy, and ecosystem dynamics. Digital sourcing has evolved from cost-efficiency and capability access toward innovation and agility, while digital platforms have matured into orchestrated ecosystems enabling third-party value creation. The chapter outlines key theoretical foundations shared across both streams and identifies three core areas of convergence: governance, relationships, and knowledge and innovation. The chapter proposes future research directions, including hybrid governance models, algorithmic orchestration, and integrative learning frameworks, and lays the groundwork for a unified perspective on how organizations leverage external actors and technologies in the digital age. This conceptual bridge offers a foundation for advancing theory and informing practice in increasingly platform-based and sourcing-dependent ecosystems.
Keywords
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1 Introduction
Digital sourcing, and digital platforms and ecosystems are two key literature streams in IS research [see these MISQ Research Curations on both topics for an overview of both streams: 1, 2]. While both streams explore how organizations leverage external actors and technologies, they have largely evolved in isolation, with little overlap or integration.
Yet in practice, the boundaries between sourcing and platforms are increasingly blurred. The rise of digital platforms has transformed sourcing practices: organizations now rely on crowdsourcing platforms [e.g., 3, 4] and enterprise software platforms as vehicles for obtaining information systems (IS) resources and capabilities. These models depart from traditional dyadic client–vendor relationships, requiring new governance and relational mechanisms. At the same time, sourcing requirements and practices influence platform design and governance. For instance, enterprise clients sourcing information technology (IT) via platforms often demand solutions tailored to their specific contexts, prompting platform owners to find new ways to balance standardization with customization [5, 6]. These developments reflect deeper infrastructural and combinatorial shifts in digital sourcing, as organizations integrate platforms into increasingly modular and distributed sourcing configurations [7].
To better understand these developments, we argue that a conceptual bridge between the digital sourcing and the digital platform ecosystem literature is needed. This book compiles contributions from the 16th Digital Sourcing, Platforms, and Ecosystems Workshop (formerly the Global Sourcing Workshop), covering research on digital sourcing, digital platforms and ecosystems, and work at their intersection. In this introductory chapter, we sketch potential connections between the two streams. We begin with a brief summary of the two literature streams, followed by an exploration of their commonalities and differences in three core areas that cut across both fields: governance, relationships, and knowledge and innovation.
1.1 IS and Digital Sourcing Research
IS sourcing broadly refers to the study of how organizations acquire IT-related services and capabilities across organizational and geographic boundaries. IS sourcing has been a central theme in IS research since the 1990s. Early studies responded to a growing trend among firms to outsource IT functions to third-party providers. This trend was fueled not only by cost-reduction goals—as often emphasized in popular discourse—but also by the desire to access external capabilities, adapt to technological change, and improve strategic focus [8–10]. Thus, sourcing was concerned with efficiency and value creation from the outset, depending on the sourcing context and governance model.
Over time, IS sourcing evolved from a narrow focus on single-vendor outsourcing of IT infrastructure or application services to more complex arrangements such as multi-sourcing [11, 12], concurrent sourcing [13], crowdsourcing [4], and offshoring and nearshoring across national boundaries [14–16]. These developments reflected growing inter-organizational and geographical complexity, introducing new coordination and control challenges. In parallel, research increasingly examined how outsourcing relationships can foster innovation [17]. More recently, the term digital sourcing has been introduced to capture how sourcing practices adapt to broader shifts in the digital age—such as the emergence of platform-based infrastructures, API-driven modularity, and malleable technologies—and how these practices increasingly support innovation, agility, and digital transformation [7].
Research on digital sourcing draws on a range of theoretical lenses. Foundational work relied on economic theories such as Transaction Cost Economics and Agency Theory to explain sourcing decisions and governance choices in the presence of opportunism and incentive misalignment [18–20]. In parallel, knowledge-based perspectives—including the Resource-Based View, Knowledge-Based View, Capabilities Perspectives, and Information Processing View—have explained how knowledge asymmetries, absorptive capacity, and coordination demands affect sourcing performance [11, 14, 21, 22]. More recent studies have drawn on Paradox Theory and Affordance Theory to explore the tensions and possibilities that arise when outsourcing is used not only for efficiency but also for innovation in dynamic environments [23, 24].

1.2 Digital Platforms and Ecosystems Research
Research on digital platforms and ecosystems represents a key IS stream that has emerged in the early 2000s as online businesses created the first successful digital platforms (e.g., eBay and Google). Digital platforms can be defined as “open, participative infrastructure” that create “value for all participants” (Parker et al., 2016; Van Alstyne et al., 2024). This broad definition comprises subtypes of digital platforms such as transaction platforms that focus on intermediating transactions between buyers and sellers (e.g., eBay, Amazon) and innovation platforms that provide a technological foundation for third-party applications (e.g., Google Android, Apple iOS, Sony PlayStation) [25, 26].
Typically, digital platforms are the foundation for ecosystems of actors that interact with the platform. We broadly define digital platform ecosystems as the set of actors (organizations and individuals) that co-create value on a digital platform [27–29]. Ecosystems allow the platform owner to coordinate multiple actors through orchestration rather than dyadic contractual agreements [30]. For example, Google and Apple have created flourishing ecosystems around their mobile operating system platforms, Android and iOS. Third-party developers can join the ecosystem and develop third-party applications, without Google or Apple tasking them with developing specific apps. Google and Apple, as platform owners, apply governance mechanisms such as code checks and feedback systems, such as reviews and ratings by end users, to ensure that third-party applications fulfill the quality requirements [31].
Research on digital platforms and ecosystems is grounded in modularity, orchestration, and ecosystem theories, drawing on these theories to shape our understanding of the architecture of digital platforms and the governance of digital platform ecosystems [32–35]. For example, Parker and Van Alstyne [36] describe how companies become “inverted” by opening up to third-party developers, shifting value creation from inside the organization to the ecosystem. When doing so, companies must design open architectures and boundary resources supporting third-party development [37, 38].
Increasingly, researchers draw on affordance, capabilities, and tension perspectives [6, 38–41] to understand how digital platform ecosystems, as sociotechnical systems, evolve. For example, when incumbent companies transition towards digital platform strategies, traditional IT governance modes conflict with the more open platform governance mode, creating tensions within the company [6].
Considering the two literature streams of digital sourcing, and digital platforms and ecosystems, we identify similar research themes and commonalities within these themes (Table 1). Overall, both digital sourcing, and digital platforms and ecosystems consider that organizations increasingly interact across organizational boundaries to create value and innovation. While both literature streams build on distinct core theories, both now draw on theories addressing sociotechnical tensions and innovation processes.
In the remainder of the chapter, we will review commonalities of the two literature streams along the themes of governance, relationships, and knowledge and innovation. Then, we will provide an outlook on future research at the intersection of digital sourcing, and digital platforms and ecosystems research.Table 1.Overview of the main research themes and commonalities of the two literature streams: digital sourcing, and digital platforms and ecosystems.

	Dimension
	Digital Sourcing
	Digital Platforms
and Ecosystems
	Commonalities

	Overall

	Core Focus
	Traditionally focused on cost-efficiency and access to capabilities [15, 42–44]
Recently reframed as a lever for strategic innovation [23, 45, 46]
	Aimed at scaling innovation by enabling third-party value creation [47–49] or providing a marketplace for third-party apps or other products and services [26]
	Both view external engagement as a source of value creation and innovation

	Theoretical Foundations
	Historically based on Transaction Cost Economics (TCE), Agency Theory, Resource-Based View (RBV), and Information-Processing Theory [11, 42, 50]
More recent work introduces Paradox Theory and Affordance Theory to address tensions in innovation-focused outsourcing [23, 24]
	Grounded in modularity, orchestration, and ecosystem theories [32–35]
Increasingly using affordance, capabilities, and tension perspectives [6, 38–41]
	Both fields now draw on theories addressing sociotechnical tensions and innovation processes

	Governance

	Governance Forms
	Combines formal (contracts, SLAs) and relational mechanisms (trust, collaboration) [50–52]
Innovation requires flexible governance [23]
	Blends architectural, rule-based, and relational governance [32, 38, 53]
Must balance control and openness [54, 55]
	Both manage tensions between control and autonomy in evolving environments

	Control Locus
	Client-led control through contracts and oversight [14, 15]. Some shift to joint governance in multi-sourcing [11]
	The platform owner controls through APIs, rules, and technical standards [32, 38]
	Both rely on centralized coordination with decentralized execution

	Participation Logic
	Vendors are pre-selected via formal processes; some shift to more dynamic participation. [52, 56]
	Complementors join voluntarily but follow platform governance [49, 57]
	Both use entry conditions and constraints to align contributions

	Relationships

	Structure
	From dyadic to multi-vendor and hybrid models [11, 12]
	Multilateral networks of complementors, users, and services [48, 49]
	Both need coordination across distributed actor networks

	Power
Dynamics
	Clients typically dominate, but specialized vendors may hold sway [12, 14]
	Platform owners dominate, though complementor power can grow [58, 59]
	Both involve asymmetric but dynamic power relations

	Value Logic
	Shifting from efficiency to co-innovation [45]
	Focus on generativity and ecosystem-wide value [47, 60]
	Both rely on external partners to co-create value

	Knowledge and Innovation

	Knowledge Interaction
	Involves knowledge transfer and integration; success depends on absorptive capacity [11, 21, 61]
	Emphasizes knowledge recombination through APIs, SDKs, and design interfaces [38, 62]
	Both must support cross-boundary knowledge flows and mutual learning

	Interfaces and
Boundary Resources
	Enabled via contracts, intermediaries, and governance tools [63, 64]
	Supported by technical artifacts like APIs, SDKs, and developer portals [38, 60]
	Both use boundary resources to coordinate and innovate across organizational borders







2 Governance
2.1 Governance Forms
Governance has long been a core concern in both digital sourcing and digital platform ecosystems. In digital sourcing, governance arrangements typically combine formal mechanisms—such as contracts, service-level agreements (SLAs), and penalties—with relational mechanisms such as trust, shared norms, and collaborative routines [50–52]. Empirical studies have found both complementary and substitutional relationships between these mechanisms. For instance, formal contracts can support relational governance by clarifying expectations and reducing ambiguity, thereby fostering trust—a complementary effect [50, 63]. However, under certain conditions, strong reliance on formal control may crowd out social norms or intrinsic motivation, leading to substitutional effects [52]. This insight suggests that achieving flexibility in innovation-oriented sourcing contexts typically requires a balanced mix of formal and relational governance. Specifically, relational mechanisms alone may be too fragile, while formal mechanisms alone may be too rigid. A balanced configuration helps organizations navigate the tensions between control and adaptability common in dynamic, innovation-focused environments [23].
In digital platform ecosystems, governance likewise blends formal and informal mechanisms but is operationalized through architectural, rule-based, and relational forms. Architectural governance is enacted via platform modularity and boundary resources such as application programming interfaces (APIs) and software development kits (SDKs), which define permissible actions and enable third-party innovation [32]. Rule-based governance includes platform policies, developer agreements, and certification requirements, while relational governance covers community norms, communication channels, and trust-building activities between the platform owner and ecosystem participants, including review and rating systems [31, 38, 53]. A defining challenge in platform governance is managing the trade-off between control and openness [54, 65, 66]. Too much control can stifle innovation and discourage participation, while too little control can lead to fragmentation or a decline in quality. Benlian, Hilkert [55] identify several dimensions of perceived openness—such as access, transparency, and reciprocity—that complement more technical or rule-based aspects of governance, again pointing to the need for a hybrid governance approach in dynamic ecosystems.
Taken together, governance in both digital sourcing and digital platform ecosystems involves managing tensions between control and autonomy. In sourcing, autonomy may manifest in the relational flexibility and discretion granted to vendors. In platforms, autonomy is reflected in the freedom of third-party developers to create, modify, and distribute applications. In both settings, hybrid governance models that combine economic and social mechanisms—whether through contracts and trust, or APIs and community norms—enable organizations to navigate changing environments and sustain value creation.

2.2 Control Locus
The locus of control—i.e., where decision-making authority resides—has been a key consideration in both digital sourcing and digital platform ecosystems. In digital sourcing, control has traditionally been client-led, with clients exerting authority through formal contracts, service specifications, and oversight mechanisms [14, 15]. This centralized control reflects the client’s accountability for service delivery and risk mitigation, especially in classical outsourcing arrangements. However, more recent sourcing configurations such as multi-sourcing and concurrent sourcing have introduced greater interdependence among multiple vendors and internal actors, leading to calls for more distributed or joint governance models [12]. In these settings, clients increasingly share decision rights and coordination responsibilities with vendors or integrators, often supported by cross-organizational roles such as the guardian—a boundary-spanning actor responsible for ensuring coherence across sourcing arrangements [11].
In digital platform ecosystems, control is exercised differently. Platform owners establish control through architectural and rule-based mechanisms, such as defining APIs, access protocols, and participation rules [32, 38]. These mechanisms define how third-party complementors can interact with the platform, while generally leaving it to the complementors to decide what to build. Thus, control is indirect: platform owners govern the how—that is, the conditions of participation—while granting autonomy over the what. This contrasts with outsourcing, where clients often govern both the how and the what of third-party activities.
Despite these differences, both domains rely on centralized coordination with decentralized execution. Whether through client oversight or platform architecture, a focal actor defines the structural and procedural terms under which others operate. However, the degree of autonomy afforded to external actors varies considerably: vendors typically act under client direction, while complementors operate more independently within a predefined platform structure.

2.3 Participation Logic
The logic of actors entering and participating in digital sourcing and platform ecosystems differs substantially. In digital platform ecosystems, complementors typically join voluntarily, guided by platform-level governance mechanisms such as interface standards, APIs, and entry constraints [49, 57]. While participation is voluntary, platforms shape complementor contributions through entry rules, certification processes, or performance-based incentives that align third-party activities with the platform owner’s strategic objectives.
In contrast, vendor participation in digital sourcing ecosystems is typically pre-structured through formal selection processes. Classical sourcing models involve upfront selection of a limited number of vendors based on contractual arrangements. However, newer sourcing configurations reflect a shift toward more dynamic participation logics. For example, Lioliou and Krancher [52] show how a client firm orchestrated a multi-sourcing model based on “micro-tendering,” where vendors continuously bid for work packages rather than being tied to fixed contracts. This model creates a quasi-marketplace that allows the client to dynamically allocate work based on evolving needs, while still exerting governance over vendor contributions. It builds on the insight from Wiener and Saunders [67] that clients increasingly function as market orchestrators, creating “visible hand” environments in which vendors are simultaneously required to compete and cooperate—what the authors term forced coopetition.
These shifts blur the boundary between sourcing and platform governance. As Hurni and Dibbern [68] argue, advanced multi-sourcing arrangements resemble innovation ecosystems in which vendor contributions are not only coordinated but also co-evolved. In such settings, participation becomes less static and more emergent, as vendors join, exit, or change roles based on value-added contributions rather than fixed contractual positions. This dynamic participation logic closely mirrors platform governance mechanisms while retaining the client’s central role in shaping outcomes. Thus, both sourcing and platform ecosystems rely on mechanisms to constrain and align third-party contributions—but differ in whether participation is pre-structured or voluntary, and whether governance stems from contracts or platform rules.


3 Relationships
The relational dynamics in IT outsourcing and digital platform ecosystems reveal both convergences and divergences in how actors interact, coordinate, and co-create value. While both domains involve inter-organizational collaboration, the structural, power, and value logics underpinning these relationships differ in meaningful ways, offering fertile ground for future research.
In IT outsourcing, relationships have traditionally been dyadic, structured around formal contracts between a client and a vendor. These relationships are often hierarchical, with the client exercising control over deliverables, timelines, and performance metrics. However, the rise of multi-sourcing and concurrent sourcing has introduced more complex relational configurations, involving multiple vendors, intermediaries, and internal stakeholders [11, 12]. These models necessitate coordination across distributed actor networks and have led to the emergence of boundary-spanning roles such as the “guardian,” who ensures coherence and alignment across sourcing arrangements. Power dynamics in outsourcing remain asymmetrical, with clients typically holding decision rights, although specialized vendors may exert influence through domain expertise or strategic capabilities [14].
In contrast, digital platform ecosystems are inherently multilateral. Relationships are formed among platform owners, complementors (e.g., third-party developers), and end users, often without direct contractual ties. Platform owners orchestrate these ecosystems through architectural and rule-based governance, while complementors voluntarily engage to create add-on services or applications [32, 49]. The relational structure is more fluid, with actors joining or exiting based on perceived value and alignment with platform norms. Power dynamics are similarly asymmetrical but more dynamic: platform owners set the rules and control access, yet successful complementors can gain influence through innovation, user adoption, or ecosystem dependencies [58].
Despite these differences, both domains share a shift in value logic—from transactional efficiency to co-innovation. In outsourcing, this shift manifests in collaborative engagements where clients and vendors jointly develop solutions, often leveraging shared knowledge and capabilities [45]. In platform ecosystems, value is co-created through generativity, where complementors build on platform resources to deliver novel services, often in response to user feedback or emerging market needs [47].
Understanding these relational nuances is critical for theorizing the evolution of digital ecosystems. As organizations increasingly rely on external actors for innovation and agility, the ability to manage complex, dynamic relationships across sourcing and platform boundaries will become a key strategic capability.

4 Knowledge and Innovation
There are numerous areas of commonality in knowledge and innovation processes between digital sourcing and platform ecosystems. For one, both literatures have taken an interest in how learning develops between key actors. In the classical sourcing literature, there has been extensive research on knowledge processes (e.g., knowledge transfer, knowledge sharing) that point to learning between the client and the vendor in dyadic and mediated settings [21, 69], and between vendors in multi-sourcing settings [52]. The focus of the sourcing literature has been to understand how a vendor develops capabilities and what mechanisms have been serving as boundary spanners that enable capability acquisition and development. Among the various mechanisms mentioned in past studies are codification of knowledge and knower [21] and knowledge sharing norms within a vendor ecosystem [52, 70]. A key assumption in the sourcing literature is that the vendor and the client are expected to develop a shared understanding of the domain, procedures, and objectives to ensure the success of the sourcing engagement [71].
The platform ecosystems literature has also taken an interest in learning processes. At the core of this interest is the understanding of how the platform owner and complementors develop capabilities. A key assumption in the platform ecosystems literature is that complementors are autonomous actors who engage with the platform with limited contractual obligations [72]. As such, unlike in the sourcing literature, platform ecosystem studies do not assume shared understanding between the platform owner and complementors, but rather the utilization of platform boundary resources (e.g., APIs) that link the platform and the add-on services. Thus, complementor learning can be structured via training (e.g., technical aspects), but also can be experiential by sensing emerging end-user needs and further developing their add-on services. Similarly, platform owners focus on learning through experimentation with new services, but also by observing complementors’ add-on services as information that enables them to better appropriate value and orchestrate their ecosystem of complementors and services.
Both sourcing and platform ecosystems are anchored in the idea that learning and knowledge processes are key to achieving success from their respective ecosystems and partnerships. Yet, in sourcing settings, the objective of the learning is to create shared understanding between the parties to ensure a seamless service delivery, while in platform ecosystems, it is to co-evolve and expand the ecosystem’s value co-creation. Nonetheless, there are similarities in learning mechanisms and knowledge processes deployed in both sourcing and platform ecosystems settings.

5 Future Work
As digital sourcing and platform ecosystems may converge in some specific settings, future research must address the evolving complexities and tensions that arise at their intersection. Building on the themes of governance, relationships, and knowledge, we propose several avenues for future inquiry.
Governance.
Governance in digital sourcing and platform ecosystems centers on managing the tension between control and autonomy. In sourcing, governance blends formal mechanisms like contracts and SLAs with relational mechanisms such as trust and collaboration, requiring a balanced mix to support innovation and adaptability. Platform ecosystems similarly combine architectural, rule-based, and relational governance, with a key challenge being the trade-off between control and openness to maintain ecosystem quality and participation. Across both domains, hybrid governance models—integrating economic and social mechanisms—are essential for sustaining value creation in dynamic environments. We therefore propose the following avenues for future research:

	How can ecosystems be orchestrated effectively when dyadic sourcing relationships and loose ecosystem ties co-exist?

	What governance challenges arise when platform owners act as both orchestrators and sourcing providers (e.g., AWS, Salesforce)?

	What role do algorithmic or AI-driven governance systems play in mediating hybrid sourcing and ecosystem relationships?






Relationships.
These relational dynamics suggest several avenues for future research. First, how do relational structures adapt as sourcing and platform models increasingly converge—e.g., when platforms serve as sourcing vehicles or vendors act as complementors? What hybrid models emerge, and how do they balance formal control with voluntary participation? Second, how do power dynamics evolve in ecosystems where traditional sourcing hierarchies meet platform-based autonomy? Third, what mechanisms support trust, coordination, and mutual learning in these hybrid environments, especially when actors operate under different governance logics?

Knowledge and Innovation.
Both digital sourcing and platform ecosystems emphasize the importance of learning and knowledge processes for ecosystem success. In sourcing, learning is typically structured around developing shared understanding between clients and vendors, with mechanisms like codification and knowledge-sharing norms supporting capability development. In contrast, platform ecosystems assume autonomous complementors who utilize experiential engagement, and thus learning, with users. Despite differing assumptions, both domains deploy mechanisms that facilitate cross-boundary learning and innovation, offering opportunities for integrative research. Some of the questions that can guide future research are:

	What hybrid learning models enable mutual capability development between clients, vendors, and complementors in sourcing-platform ecosystems?

	How do boundary resources (e.g., APIs, SDKs) function as knowledge bridges in hybrid ecosystems that combine sourcing and platform governance?

	What role do user feedback and community norms play in shaping learning outcomes across sourcing engagements and platform ecosystems?







6 Conclusion
This chapter has explored the evolving intersection between digital sourcing and digital platform ecosystems, two foundational streams in information systems research. While historically distinct, these domains are increasingly converging in practice, driven by shifts in technology, organizational strategy, and ecosystem dynamics. Digital sourcing has expanded beyond cost-efficiency to embrace an ecosystem structure, innovation, and agility, while platform ecosystems have matured into complex, orchestrated environments that enable third-party value creation with some evidence of contractual relationships between the parties. Both streams now grapple with similar challenges around governance, relationships, and learning. We take the first step towards bridging these literature streams and hope that, as digital sourcing and platform ecosystems continue to evolve, their convergence offers fertile ground for advancing theory and informing practice in the digital age.
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Abstract
This multi-case study explores the digital sourcing practices of two complementor firms within two digital platform ecosystems (DPE) owned by Microsoft and SAP, respectively. We draw on organizational ambidexterity and social mechanisms as lenses to analyze how the two complementors address the paradoxical practices of exploration and exploitation within the context of their respective DPE. Our analysis suggests that the identified social mechanisms illustrate how each complementor engages in digital sourcing to create new ideas with other DPE actors that will nurture capability development (exploration) and transform these ideas into practice (exploitation). We identify two modes of ambidexterity, whereby one capability is used to improve the other, i.e., ‘exploration-for-exploitation,’ an orientation towards continually improving the quality of the service delivery, and ‘exploration-through-exploitation,’ an approach of project-driven learning.
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1 Introduction
Research on digital platform ecosystems (DPEs) has received significant attention in the literature over the past decade [36], particularly in topics such as network effects and value creation and capture [9]. The academic literature reveals that complementors in DPEs are primarily addressed from the platform owner's perspective [19, 49]. In their review of the literature on DPE, Hein et al. [24] recommend that more research be conducted on the role of complementors, as little is known about how they can influence value-creating mechanisms.
Complementors represent external actors that join the DPE and create complementary products for platform users through digital sourcing [24]. Following Engert et al. [15] and Baiyere et al. [4], we define the process of providing digital products or services, such as software development, cloud computing, or data analytics, as digital sourcing. Examining the practices of complementors on a digital platform is inherently connected to the digital sourcing literature, as both focus on how external entities contribute to and derive value from digital ecosystems through collaboration, resource sharing, and technological integration. DPEs are ideal for digital sourcing due to low entry barriers, direct market access, and network effects. However, as Krancher et al. [29] suggest, the digitalization of services and the shift to platform-based service delivery introduce new challenges for client firms. With services hosted on a platform, client firms must now bridge the gap between their digital systems and those offered by the complementors through the platform.
In this context, complementors can leverage digital platforms to reach and serve a large and diverse customer base, benefiting from the platform’s core functionality and reputation [47]. They face two essential challenges. First, they must develop complements (complementary services/products) that contribute to the platform's core. Hence, complementors sustain owner and client relationships to explore new ideas and foster capability development [8]. Second, they need to ensure the quality of existing complements. This corresponds to exploiting existing products and services [24]. If a complementor is unaware of balancing exploitation and exploration, this may hinder their role within the DPE. This is even more important in highly dynamic environments, such as the business management consulting industry, which is characterized by increasing requirements to develop new services that satisfy customers’ changing demands [10] and technology-driven short innovation cycles [48], with an inherent emphasis on project execution, quality, and delivery.
Balancing exploitation and exploration practices represents the core tenet of organizational ambidexterity (OA) [18]. The emergence of OA can be described as a process encompassing a series of individual and collective practices and events that unfold over time within a specific organizational context [21]. Although most organizational ambidexterity research focuses on the firms’ organizational level [35], a less analyzed path for firms to develop ambidexterity is engagement in collaboration with external actors [27]. It has been shown that “inter-organizational coordination is achieved through social mechanisms, that are, governance mechanisms based on social relationships and networks” [6].
Research on inter-organizational relationships (IOR) has undergone a significant shift over the past twenty years. Instead of concentrating on specific technologies, IOR researchers focus on collaboration and the knowledge that users possess and share about technologies [16, 28]. Thus, this line of thought highlights the importance of identifying the mechanisms that enable partners to cooperate effectively and fully utilize their shared technological tools. Rooted in the dynamics of relationships and the recursivity of action and its context [21], the concept of social mechanisms seems appropriate for use in research on the field of DPE, both conceptually and as the basis for a methodological strategy [3].
We consider social mechanisms as being processes composed of actions, events [20], and “chains or aggregations of actors confronting problem situations and mobilizing more or less habitual responses” [24, p. 368]. DPE literature provides limited guidelines on giving directions for the exploitation and exploration of new technologies (i.e., complements on a DPE) [31]. As more research is needed to better understand how organizations develop ambidexterity in the context of DPE while engaging in digital sourcing practices, the goal of this research is to explore how complementors balance practices of exploitation and exploration based on the following two research questions:	RQ 1: How do complementors within a digital platform ecosystem provide digital sourcing to the other actors on the platform (owner, clients, other complementors)?

	RQ2: What are the social mechanisms for developing organizational ambidexterity on a DPE?





We drew on organizational ambidexterity and social mechanisms as theoretical lenses to answer the research questions. We conducted a multi-case study of two business management consulting firms, one German (Noventum) and one Canadian (XRM Vision), for which balancing exploitation (essential for the financial bottom line) and exploration (a differentiator among other DPE complementors) has become part of their identity and mission. Our research contributes to the theoretical understanding of ambidexterity in DPEs. It provides practical insights for complementors striving to leverage digital sourcing for sustained innovation and growth.

2 Theoretical Background
2.1 Digital Platform Ecosystems and Complementors
Derived from biology, the term ecosystem in an economic context generally refers to a group of interacting firms that depend on each other’s activities. According to Ceccagnoli et al. [7], a platform ecosystem comprises the platform's sponsor and all complement providers that enhance the platform's value to consumers. Platforms are a key component of many technological systems, providing a foundation for other related products, services, and technologies to be built upon [17]. The increasing prevalence of digital technology has expanded the significance of platforms in the IT domain [46]. Digital platforms are distinct from applications due to their ever-changing environment, an increasingly diverse user base, and the frequent introduction of new technological features and services [23]. As such, platform designs must consider principles that cater to the requirements of multiple distinct user groups.
According to Boudreau & Hagiu [5], digital platforms are technological entities that facilitate value creation by utilizing socio-technical means to orchestrate an autonomous ecosystem. This ecosystem comprises platform owners, stakeholders, complementors, and digital-platform-specific applications [40]. Complementors represent external actors that join the DPE and create complementary products for platform users through digital sourcing.
Complementors in a DPE may explore emerging technologies provided by technology suppliers while exploiting existing technologies simultaneously [38]. Research suggests that complementors should focus on products that the platform leader is unlikely to offer, thereby contributing to the innovation of the platform [11]. This platform characteristic, generativity, is defined as the “overall capacity to produce unprompted changes driven by large, varied, and uncoordinated audiences” [24, p. 89]. At the same time, complementors must ensure the expected quality of existing services, which involves leveraging existing products and services.
Connecting to the platform allows complementors to create complementary innovations and access the platform's customers directly or indirectly. Examples include independent business solutions vendors affiliating with the IBM Power platform [43] and developers producing video games for specific consoles [9]. A digital platform ecosystem represents a system that comprises a platform owner that implements technical, business, and social mechanisms to facilitate value creation on a digital platform between the platform owner and autonomous complementors [24].
Complementors that explore new opportunities often utilize mechanisms such as sensing and seizing through business model design. These mechanisms correspond to complementors’ dynamic capabilities to respond to technological developments [1]. In parallel, complementors must ensure the expected quality of existing digital sourcing services, which corresponds to leveraging existing products and services. This corresponds to the concept of organizational ambidexterity, which can be achieved through both intra- and inter-organizational relationships.

2.2 Organizational Ambidexterity Through Intra- and Inter-organizational Relationships
Defined as simultaneous actions undertaken by firms to address two dissimilar situations simultaneously, to explore and exploit, organizational ambidexterity (OA) represents the ability of an organization to compete in markets where efficiency and incremental improvement are valued and to also compete in markets where flexibility and experimentation are needed [26]. Exploration is linked to activities that create and discover new opportunities [27], while exploitation is described as enhancing current operational quality by leveraging existing organizational resources [35].
When achieving organizational ambidexterity, most research focuses on the organizational level or below [35]. However, a growing body of work examines how interorganizational relationships (IORs) can be leveraged to achieve this goal. Several studies on technology alliance diversity have shown that collaborating with different types of partners can lead to new knowledge combinations and improved innovation outcomes [42, 45]. This has led some researchers to suggest that organizations can balance conflicting activities by engaging in interorganizational relationships [25]. In open innovation processes, organizational boundaries are often more fluid, and firms work closely with different actors in their environment to generate new ideas. However, partnering firms must establish an organizational design to pursue alignment and adaptation [44].
The pertinence of OA in the context of ecosystems for IOR is emphasized by Haghshenas and Østerlie [22], who found that ecosystem actors not only explored new opportunities in entering the DPE but also sought strategies to exploit and further strengthen their existing capabilities and position within the ecosystem. We conjecture that complementors will engage in exploration activities with the platform owner and other complementors, as well as in exploitation and exploration activities with their clients.

2.3 Social Mechanisms and Organizational Ambidexterity: A Complementary Perspective
The dynamic interplay between organizational ambidexterity (OA) and social mechanisms is central to understanding how complementors navigate the tensions between exploration and exploitation within DPEs. While OA provides the conceptual framework for balancing these dual imperatives, social mechanisms are the operational enablers that facilitate this balance through structured inter-organizational interactions.
Social mechanisms broadly refer to the processes, structures, and interactions that facilitate coordination, knowledge exchange, and governance within and across organizations [3, 21]. They unfold in time and emerge from the narratives of events [3], practices, and interactions that cause the outcomes of the inter-organizational integration process [6]. Social mechanisms can be categorized into relational mechanisms, which concentrate on interpersonal and inter-organizational relationships, and structural mechanisms, which relate to formal governance structures, regulations, and institutionalized coordination efforts [6].
First, relational mechanisms—such as trust, reciprocity, and repeated interactions—enable complementors to explore new opportunities while maintaining stable exploitative relationships with platform owners, clients, and other ecosystem participants [6, 12]. These relational ties lower uncertainty, allowing firms to experiment with new solutions while ensuring a commitment of resources to ongoing service delivery. In a network arrangement, such as a digital platform, social capital and embeddedness within network relationships promote knowledge sharing and innovation, while ensuring continuity in business operations [30, 39]. In platform ecosystems, relational mechanisms enable complementors to establish strategic partnerships, engage in coopetition, and develop long-term collaboration strategies that foster ambidexterity [37].
Second, structural mechanisms such as governance frameworks, platform policies, and role definitions shape how organizations engaged in inter-organizational arrangements transition between exploratory innovation and exploitative efficiency [24, 27]. These governance structures regulate access to platform resources and create structured learning opportunities that enable complementors to refine existing solutions while experimenting with novel offerings [40]. In the context of OA, structural mechanisms provide predefined pathways for exploration and exploitation, allowing complementors to innovate within clear boundaries while leveraging platform resources for efficient service delivery [24].
By embedding ambidextrous capabilities in structured social interactions, complementors enhance their ability to adapt, co-create, and maintain competitive differentiation within a DPE. Thus, instead of treating OA and social mechanisms as separate constructs, we suggest they should be viewed as mutually reinforcing, where social mechanisms offer the coordination, trust, and governance structures essential for sustaining ambidexterity in complex digital platform environments.


3 Research Method
In the context of a DPE, collaborating organizations are best analyzed through a process of theorization that focuses on how decisions and actions at different levels of analysis mutually shape each other [32]. Due to the complex role of complementors in DPEs, we adopted an explanatory theory-building approach from cases [14]. This methodology is suitable because it highlights the social construction and demonstrates how our theorization operates within a particular context [14]. We followed Eisenhardt’s [13] recommendations. We anchored our problem definition and preliminary construct specification in the extant literature. Based on this literature, we constructed our data collection instruments following abductive logic (inference to an explanation). After entering the field, this was followed by a “flexible and opportunistic” [13, p. 533] data collection approach and an inductive within-case and cross-case data analysis.
3.1 Sampling and Data Collection
To select a complementor, we used two main criteria. We sought complementors that had no conflicting role as platform owners. Noventum provides SAP-based tailored business solutions to its banking clients. Likewise, XRM Vision is a Customer Relationship Management consulting firm specializing in digital sourcing services, including the design and implementation of Microsoft Power Platform (MPP)-based solutions. Second, we selected complementors with a high degree of autonomy and independence from the platform owner. In doing so, we identified emerging OA dimensions and mechanisms implemented by a complementor as part of a DPE collaborative initiative.
We used a two-phase approach. We began by collecting publicly available data (website information and whitepapers) related to the DPE, which helped us understand the core relationships within each ecosystem. In the second phase, we conducted semi-structured interviews based on an extensive interview guideline (or protocol) designed to contribute to the consistency and reliability of the results. The interview protocol covered the following topics: 1) Organizational strategy, i.e. strategy formalization, implementation, and employee involvement, with an emphasis on innovation and continuous improvement; 2) Knowledge absorption capabilities, i.e., organizational ability to acquire, assimilate, transform, and apply new technological and strategic knowledge; 3) Organizational culture, i.e., values, social climate, and preferred employee profiles; 4) Managerial practices, i.e., practices that promote discipline, support, trust, and goal-setting, about exploiting and exploring opportunities for innovation; 5) Ambidextrous strategies, i.e., perception of ambidexterity as an element of identity, and its integration into organizational practices; and 6) Customer relations and innovation, i.e., customer relations management, the balance between financial stability and risk-taking, and customer acceptance of innovative practices. Additionally, field notes were taken during the interviews, providing direct observations.
Informants were selected using a snowball sampling procedure. We interviewed top and division managers. The interviewees were significant as they influenced the cross-boundary collaboration process due to their roles, status, power, and experience. In total, thirteen in-depth interviews (six at Noventum and seven at XRM Vision) were conducted on-site with top and business unit managers, lasting between 45 and 90 min. The coding process started by creating a provisional “start list” of categories based on the extant literature. All the transcripts were coded using the preliminary set of codes. The outcomes of this analysis constituted the logical chains of evidence.

3.2 Data Analysis
Our analysis was done at two levels. We analyzed the exploration and exploitation practices and mechanisms embedded within each organization to discover how different partnerships created ambidexterity and how various processes triggered firm-level ambidexterity. Next, we conducted an organization-level analysis to determine how the companies managed the ambidexterity between multiple DPE-based partnerships. We analyzed the data in three steps.
First, we studied context-related information from each company's broader organizational perspective as a complementor. The aim was to create a basic understanding of the types of services the two companies provide and how they align with other complementors within the platform ecosystem. Second, we thoroughly analyzed the interview transcripts, verifying the data as needed through follow-up telephone/Zoom calls, as well as emails. We transcribed interviews with members of different organizations (CEO, business unit leaders) and subsequently coded them in several rounds according to their ostensive and performative patterns of ambidextrous routines.
The first author took the lead (based on the collaboratively developed interview guideline), and the others commented and supplemented. The focus was on the relationship between the complementor and its clients, which, however, was structured at a high level by the relationship between the platform owner and the client. Third, we conducted a cross-case analysis using Eisenhardt's [13] suggested methods. We compared the cases to identify similarities and differences between them.


4 Findings
4.1 XRM Vision and the Microsoft Power Platform Ecosystem
In 2019, the company partnered with Microsoft and started using the new Microsoft Power Platform (MPP) toolkit to develop and sell digital sourcing services. XRM Vision acts alongside Microsoft, which owns the platform, as a complementor in its ecosystem. Microsoft offers a group of products called MPP, which are used to develop and automate complex business solutions. XRM Vision utilizes Dynamics 365, a cloud-based suite of business applications built on MPP, to deliver integrated solutions to clients. This includes combining CRM components with productivity tools (power apps) and artificial intelligence tools. Microsoft's MPP (Microsoft Power Platform) offers a unified approach to building data-driven solutions. To further support this approach, Microsoft uses the concept of Industry Solution Accelerators.
These accelerators are industry-specific components that serve as a foundation for Microsoft partners, such as XRM Vision, to build solutions based on industry standards and best practices, while being supported by Microsoft. With the help of these accelerators, XRM Vision was able to extend the MPP and create customized solutions for specific industries, including local insurance brokers and the Canadian manufacturing sector. This enabled XRM Vision to deliver tailored solutions optimized for its clients’ specific industry needs and requirements, while leveraging the power and flexibility of the MPP.
Intra-organizational Social Mechanisms.
XRM Vision's top management has deployed several mechanisms to enable the intra-organizational flow of information, capitalize on the diversity of profiles, and generate new business opportunities and ideas. First, Innovation islands have been established to create synergies at the operational level at XRM Vision. To do this, temporary teams were formed with employees from the same trade (e.g., architects, analysts, developers, etc.). Management asked them to meet once a week to identify “pain points” (Senior Architect 1, XRM Vision), i.e., problems or opportunities for improvement related to operations, such as delivery methods and training.
Second, Internal hackathons (Hack-in-a-day) were organized, and employees were invited to identify opportunities to improve the MPP tools. The objective was to develop power apps useful to XRM Vision and address real-life problems identified by its employees during project implementations with their clients. “Hack-in-a-day is one way to expose yourself. We are creating a new way of doing things. This is our approach to corporate hackathon” (CEO, XRM Vision). Third, Lunch-&-Learn & Tip-&-Tricks sessions have been held since 2019. All employees are invited to attend one-hour monthly presentations (Tip-&-Tricks) on a given topic related to XRM Vision's activities, which employees organize to provide an opportunity to share information, generate discussions, and stimulate creativity. The idea behind ‘Tips-&-Tricks’ was to share what an employee has recently learned in five minutes. “These are ‘wake-up calls,’ so instead of spending an hour on a specific subject which may not be of interest to everyone, like in ‘Lunch-&-Learn,’ we have a one-hour meeting, where we address 12 subjects instead of one” (VP Operations, XRM Vision).

Inter-organizational Social Mechanisms.
In the context of a DPE, we found three categories of social mechanisms that enabled the exchange between ecosystem actors: a) platform-core relationships, b) ecosystem partner relationships, and c) platform-user relationships. By studying these three categories, we identified how XRM Vision explores new opportunities further to strengthen its capabilities and position in the DPE.

Platform-Core Relationships.
We found evidence that XRM Vision established a profound relationship with the platform core owner, specifically with Microsoft. Based on the interview data, we found that Microsoft’s Power Platform comprises a set of solutions regularly adapted from a technological perspective. To explore new opportunities, XRM Vision is closely aligned with Microsoft, using partner meetings in which they are informed about new functionalities (releases). In doing so, XRM Vision gains access to relevant technological opportunities. By attending partner meetings and information sessions, and studying state-of-the-art whitepapers released by Microsoft, XRM Vision can explore new ideas that may ultimately result in new products and/or services. “When Microsoft’s Power Platform arrived, we [XRM Vision] had to rethink our practices to foster innovation. To do so, business developers and architects attended several conferences organized by Microsoft on the Power Platform. By discussing the opportunities that the Power Platform offers, we were able to understand its possibilities and develop new solutions for our clients” (CEO, XRM Vision).
The interviewees revealed that XRM Vision recognized the full potential of Microsoft’s Power Platform in developing products and services for clients. To underpin their skills and expertise in the Power Platform XRM Vision context, they decided that one of their solution architects would obtain Microsoft’s Most Valuable Professional (MVP) nomination. The idea behind XRM Vision's expert (solution architect) in Microsoft Power Platform technologies was to develop new practices on this technology platform and enhance organizational knowledge. It would also promote, both externally and internally, the expertise of XRM Vision and the affordances of the Power Platform. This appointment required time investments on Eric's part and financial assets on XRM Vision. The solution architect is now recognized as an expert within the Power Platform community and by clients and partners. This enables him to deliver presentations at external partner events and create promotional materials for XRM Vision products and services. “The goal to have an MVP was to create a significant presence on social media, easier access to Microsoft knowledgebase, to specialized and private events, and privileged access to a vast network of partners, but also competitors” (VP Operations, XRM Vision).

Platform Client Relationships.
To strengthen the relationships with platform users, XRM Vision organized several events to train platform clients to independently build applications (power apps). XRM Vision labeled these events ‘app-in-a-day’ to illustrate the opportunities and the convenience of using the Power Platform. XRM Vision’s ‘app-in-a-day’ event allowed it to reach platform users and reveal its services and expertise. However, these initiatives were viewed both positively and negatively.
On the one hand, XRM Vision's operations managers consider such initiatives a waste of time and money. On the other hand, business development employees perceived them as a mechanism to raise awareness of the platform's possibilities and identify and give visibility to new practices and business opportunities. “We organized about twenty events open to all platform users called ‘app-in-a-day’ in which we trained approximately 300–400 people on the Power Platform” (VP Operations, XRM Vision).

Platform Generativity.
The interviews reveal that XRM Vision established ecosystem partner relationships to achieve two primary objectives: developing new applications based on the MPP toolkit and assessing the degree of test user acceptance of these new applications. To accomplish both goals, XRM Vision organized global and customized hackathons. By organizing global hackathons, XRM Vision was able to develop new applications using innovative methods and approaches. During the hackathons, they had the opportunity to co-create new power apps and gain new insights and knowledge into how these applications can create value for both the ecosystem (complementors) and partners that are competitors in the DPE, as well as for the platform core owner (Microsoft). By organizing global hackathons, they also experienced that some ecosystem partners were competitors in other client relationships.
However, XRM Vision and its ecosystem competition noticed that co-creating new applications benefited all ecosystem partners as each party needed help to develop them. Coopetition, a portmanteau of cooperation and competition, is a strategy used by members of a digital platform ecosystem to compete and collaborate for their mutual benefit [37]. In a coopetitive environment, ecosystem members recognize that they must work together to create value for the ecosystem while competing to capture a share of that value. “We organized a global hackathon to showcase the expertise of MPP and XRM Vision. During this hackathon, some platform users were direct competitors and co-developed knowledge about the MPP within the digital platform ecosystem” (Director Customer Relationship, XRM Vision).
The interview data revealed that organizing hackathons with ecosystem partners was crucial for XRM Vision in developing a robust ecosystem around the MPP and understanding the possibilities and opportunities offered by the technology. Based on the knowledge accumulated during these events, XRM Vision had the opportunity to start developing Industry Solutions Accelerators. Hence, XRM Vision can continually contribute to the MPP, creating complements to the platform core (Microsoft). Since most of the MPP solutions that XRM Vision uses have been migrated and integrated back into the MPP, they contribute to the platform's core ownership and, consequently, to the DPE.


4.2 Noventum and the SAP Platform
Noventum is a ‘result-driven thought leader’ IT Management Consulting company with 100 employees. They support DAX-listed (German stock index) clients in their IT challenges and efforts to establish a modern company culture. Noventum’s Managing Partner emphasizes a “culture of trust and performance” as a prerequisite for sustainable success. The company has been providing digital sourcing services to its customers to optimize their business and logistical processes, mapping them into the SAP system since 1996. The company has established a reputation for its expertise and has become a preferred partner of SAP. Noventum has the latest know-how and expertise to design effective client processes at any time. As a result, Noventum is well-equipped to provide its clients with the most up-to-date solutions and services, helping them achieve their goals and stay ahead in their respective industries.
The SAP platform ecosystem comprises various technologies, applications, and services provided by SAP to help organizations manage their business processes more efficiently. It comprises a wide range of tools and technologies that are integrated and designed to work together seamlessly. Noventum provides two critical components of the SAP platform to its clients: 1. SAP ERP (S/4HANA) – represents the core enterprise resource planning system that integrates all the business processes of an organization and provides real-time data processing and analytics capabilities, enabling organizations to make faster and better-informed decisions; and 2. SAP Business Intelligence (BI) - a suite of tools and applications that allow organizations to analyze and visualize their data, providing insights into business performance and trends.
Intra-organizational Social Mechanisms.
At Noventum, exploration is recognized as inevitable (due to continuous IT innovation in the sector) and a critical differentiator from the competition. Yet, it is recognized as challenging to establish an exploration mindset within an organization where billable hours are a crucial performance metric and daily pressure is exerted by demanding project work. “Necessary exploration is at risk of being crowded out by exploitation” (Managing partner, Noventum).
The company has established structures and related practices that distinguish innovation (and R&D) and highlight it as a distinctive feature. Noventum organizes a cross-divisional Trending workshop as part of its annual strategy meeting, which focuses on assessing market innovations and reflecting on their potential for business development and positioning of business units. To achieve this, the seven Division Directors (excluding the Managing Partner) meet once a year for a full week to identify the leading IT trends in their respective markets and explore how new technologies can help Noventum enhance its solutions or develop new ones. “In September, we sit down, and everybody gives their idea of the business plan for the following year […] So we challenge each other, and sometimes there are projects that are done jointly by several business units for the following financial year” (Division Director 1, Noventum).
The leadership at Noventum has developed and aligned a repertoire of social mechanisms, characterized as having an “engaging management style” (managing partner, Noventum). In our interviews, we encountered enlightened and sensitive individuals (directors) who were aware of the challenges of ambidexterity. They claimed to strive for a balance between exploitation (‘billable hours’) and freedom, while also encouraging exploration, such as training and personal development. Noventum allows employees to take a half-day weekly to engage in individual research and idea generation.
Additionally, the Division Directors regularly organize team-building idea generation sessions (once a month). “My developers are constantly looking for a challenge in terms of programming. I will ensure they have a room where no other departments can reach them and the team session is based on the perspective: don’t blame the mistake, look for the solution, push, push, push to the solution, and don't dwell too long on mistakes” (Division Director 3, Noventum).
Thus, we identified variations of an ambidextrous work design that effectively implements several social mechanisms to foster a culture of collaboration and knowledge sharing.

Inter-organizational Social Mechanisms.
In the context of a DPE, we found three categories of social mechanisms that enabled the exchange between ecosystem actors: a) platform-core relationships, b) platform client relationships, and c) platform generativity.

Platform-Core Relationships.
The privileged relationship between Noventum and SAP involves Noventum, as a partner, being granted certain benefits and advantages in exchange for its commitment to selling SAP's products and services. This requires access to exclusive training and support resources, preferential pricing on SAP products and services, early access to new product releases and updates, and the ability to participate in joint marketing and sales initiatives with SAP. Overall, both parties work together to drive sales and revenue growth while delivering high-quality products and services to customers.

Platform Client Relationships.
Over the years, Noventum has found that one way to improve a project is by sharpening it, which can prevent future building obstacles and enable the incorporation of new technologies and methods. “Our approach involves enhancing a project that is already 80% complete to deliver the best possible outcome for the customer. This provides an opportunity for our consultant to introduce new ideas and innovations. We are looking for ways to integrate this into our client projects and prioritize learning how to utilize it effectively” (Division Director 2, Noventum).
A typical scenario is that Noventum’s clients in the SAP platform ecosystem approach a Noventum consultant when they plan to purchase a new software or a new release, which typically requires some customization. Noventum organizes a knowledge-sharing forum comprising several meetings, where the client is provided with knowledge transfer and demonstrations to better understand the product before committing to the project. Sometimes, when the client enquires about Noventum’s consultancy approach, it initiates a conversation about processes, data owners, stakeholders, and other key factors. This discussion helps the client better understand Noventum’s method, process model, and distinctive contribution, which is both a) a more nuanced and specific understanding of the clients’ problems and needs and b) a unique set of project management skills, e.g., in post-merger integration. “The message we want to convey is that we prioritize understanding our client's needs and ensuring they are on board with our business practices” (Division Director 4, Noventum).

Platform Generativity.
One key benefit of coopetition within a digital platform ecosystem is that it enables members to leverage each other's strengths and capabilities to create new products and services that they could not develop independently [37]. One example of coopetition among complementors in the SAP platform ecosystem is the collaboration initiative between Noventum and MicroStrategy. MicroStrategy provides comprehensive reporting, analysis, and monitoring software, enabling top companies worldwide to make informed decisions.
This mutually beneficial partnership allows both complementors to expand their DPE customer base and provide more comprehensive solutions to their clients. As a complementor in the SAP DPE, Noventum offers SAP-based accelerators that enable organizations to connect their SAP systems to Microsoft-based data platforms easily. Noventum's added value lies in its precise data extraction from SAP connections utilizing SAP BI Content Data sources. Clients engage with predefined interfaces instead of basic tables, which deliver multiple critical benefits to the Microsoft and SAP platforms. Additionally, Noventum’s accelerator simplifies exposing SAP ERP data to all areas of the organization, allowing for greater collaboration and improved efficiency.



5 Discussion
Even if exploitation and exploration are depicted as two opposing forces and can be conceptualized as the two ends of a continuum, they are paradoxically interrelated in a natural cycle. Indeed, innovations and opportunities generated through exploration can evolve into exploitation, while the income from the slack resources generated by exploitation can enable further exploration. Nevertheless, as these twin requirements compete for limited organizational resources, organizations must make decisions and take organizational actions to reconcile these conflicting pressures and balance these two forces.
Like most business consulting firms, Noventum and XRM Vision face essential management challenges that are sometimes conflicting. These include pursuing growth strategies while increasing process efficiency, as well as encouraging their employees to identify business opportunities and fostering the operational excellence expected by their clients within their respective DPEs. Our study is focused on a specific industry segment. Digital sourcing service providers, as consultants, typically emphasize the exploitation and successful delivery of projects. Yet, exploration is seen as key to service excellence and, thus, as a differentiator. Exploration manifests as specialization, the ability to identify and deliver customized services.
We found a culture of project-based learning practices in each company, embedded in close, trusting, and recurring customer relationships. Conceptually, we identified two modes of organizational ambidexterity (OA): 1. Exploration to (continuously) improve exploitation (exploration-for-exploitation) engaged via intra-organizational relationships, an orientation towards continually improving the quality of the service delivery, and 2. Exploration is integral to DPE-related project-based exploitation (exploration-through-exploitation), an approach engaged through relationships with clients and the DPE owner, characterized by project-driven learning.
The platform owner’s innovations and product developments created downstream challenges for the client to keep the local installation (instance) aligned with the platform version(s). Alternatively, process adaptations by the client or other projects created adaptation needs, which were addressed by the complementor. The relationship with other complementors is primarily focused on strategic positioning, differentiation, and profiling. In this competitive landscape, the complementors highlighted their ambidextrous competencies – ongoing innovation and effective project execution—and successful client relationship management, resulting in over 90% repeat business.
Based on our data analysis, we found that it is vital for innovators in the digital sourcing services industry to create a minimum viable product, an essential product for learning purposes that helps organizations better understand their customers’ needs by seeking their feedback on the product in question [34]. Our data analysis suggests that the two complementors established various social mechanisms that foster innovation. XRM Vision and Noventum engaged in multiple collaborative initiatives that strengthened their relationships with ecosystem partners and fostered trust in the development and sharing of knowledge. This relates to social interaction ties (ecosystem ties) used as channels for information and resource flows [41]. This is also consistent with Capaldo [6], who found that interpersonal relationships, trust, and reciprocity play a significant role in inter-organizational processes. Strengthening the ecosystem ties between complementors and the platform owner has a positive impact on innovation.
Our study shows that focusing on implementing structural mechanisms in a DPE, specifically (e.g., open access, microculture), contributes to increased innovation lead times for the complementor under study. Our findings on social mechanisms show that knowledge-intensive learning between a complementor and other DPE actors contributes to the development of innovative solutions. Table 1 provides a summary of the organizational ambidexterity-related social mechanisms.Table1.Social Mechanisms for Organizational Ambidexterity

	Social mechanisms
	XRM Vision
	Noventum

	Intra-organizational relationships
(OA Mode: Exploration-for-exploitation)
	1. Collaboration initiatives
	Innovation islands
Lunch-&-Learn & Tip-&-Tricks sessions
	Cross-division learning sessions (trending workshop)

	2. Social connectivity
	Internal Hackathons
	Team building idea generation sessions

	Inter-organizational relationships
(OA Mode: Exploration-through-exploitation)
	1. Motivation-based platform-core relationships
	Privileged relationship with Microsoft
	Privileged relationship with SAP

	2. Platform client relationships
	App-in-a-day events
	Knowledge-sharing forums

	3. Generativity

	3.1 Social dimension
	Coopetition-motivated global hackathons
	Partnerships (knowledge sharing and assimilation)

	3.2 Technical dimension
	MPP-based Industry Solutions Accelerators
	SAP-Content Data Sources Accelerators





Our data analysis suggests that the complementor’s paradoxical mindset in managing OA led to the implementation of several social mechanisms. By applying social mechanisms related to the complementor, XRM Vision explored new ideas that effectively developed novel accelerators within short lead times. The social mechanisms fostered by XRM Vision and Noventum’s innovation processes initiated internal patterns (e.g., events, actions) among ecosystem actors, leading to the development of complementary products (accelerators). However, context matters. This implies that a complex phenomenon, such as OA, analyzed in the context of a DPE, is perceived as an emerging process through a sequence of temporal events and actions. The latter is consistent with Gross [21], who argues that social mechanisms explain intermediate events. To summarize, social mechanisms, as applied by a complementor, provide insights into innovation-driven processes. This provides a causal explanation identifying the processes underlying exploration and exploitation in the context of a DPE, which is consistent with Avgerou [3].
Beyond their consultant-client nature, inter-organizational relationships have evolved and are now deployed as partnerships and arenas for learning. In other words, engaging with vendors and clients in a learning mode and learning relationships is part of the ambidextrous skill set and competence development, which aligns with an integrated view of ambidexterity. “Exploration can be when it's an innovative project in the area of the client, then we do a lot of knowledge development” (Division Director 1, Noventum); “Some of our clients use it as a kind of protected playground to try out new ideas.” (Senior architect, XRM Vision).
In his research on business partnerships, Lascaux [33] mentions the importance for organizations to maintain mutual trust and engage in repeated interactions with familiar partners, and this has been observed in both case companies: “We have lots of long-term customers, with established trusted relationships. One client, the first sentence after the greeting was: ignore the contract, just look around and do something useful” (VP Operations, XRM Vision); “We are – to use a restaurant metaphor - the hired chef that brings in a cook, servants, pots, pans, food, but we're cooking with a team that's made up of the client that is already using the kitchen” (Division Director 2, Noventum).
Both organizations’ digital sourcing service philosophy highlights a holistic view of consultant-client relationships, which requires technically, methodically, and socially competent consultants. Project-driven learning serves both the client, as the service is refined, and the consultant, who achieves organic ambidexterity: learning and project execution are intricately linked. In this type of organization, any effective transfer of knowledge is contingent upon the environment (their respective DPEs), which gives employees psychological safety and allows them to share all relevant (unfiltered) information [2].

6 Conclusion, Contributions, and Future Research
We have empirically explored OA practices and developed a contextualized view of ambidextrous challenges and responses at both organizational and inter-organizational levels in two digital sourcing service providers operating in a distinctive, competitive, and innovative industry. Our research has aimed to study how complementors develop organizational ambidexterity in the context of a DPE. The identified social mechanisms have revealed how a complementor creates and discusses new ideas with other DPE actors to foster capability development (exploration) and transform these ideas into practice (exploitation). Our findings suggest that a complementor’s support of a platform is associated with a greater commitment to the platform owner. This partially addresses a research proposition advanced by Cenamor [8], which states that the “bilateral dependency between a complementor and a platform owner becomes more significant as the platform ecosystem matures” [p. 338]. More specifically, this corresponds to the generativity practices by the complementors in our study.
This study highlights how complementors in DPEs enable organizational ambidexterity by engaging in structured value-creation mechanisms that support both exploration (innovation and capability development) and exploitation (quality, scalability, and efficiency). Our findings provide new insights into how complementors strategically balance these dual forces, thereby enhancing value across the platform.
6.1 Complementors as Orchestrators of Value-Driven Ambidexterity
Traditional OA research often assumes firms develop internal mechanisms to balance exploration and exploitation [35]. However, in a DPE context, complementors serve as orchestrators. They leverage their position within the platform ecosystem to facilitate incremental improvements (exploitation) and radical innovations (exploration) not only for themselves but also for the broader platform ecosystem [24]. Complementors introduce new services and technologies that enhance the platform’s functionality beyond the original vision of the platform owner. Their capacity to create industry-specific accelerators (e.g., XRM Vision’s Microsoft Power Platform solutions) represents a systematic approach to exploration.
These innovations act as value multipliers for the platform, increasing its appeal to new users and industries. Complementors refine existing services to improve efficiency, ensuring reliability and seamless integration within the platform. This was evident in Noventum’s efforts to optimize SAP-based solutions, where process refinement translated into improved interoperability and service delivery, reinforcing the platform’s core value proposition.

6.2 Social Mechanisms as Enablers of Ambidextrous Value Creation
Our study found that complementors employ social mechanisms—both relational and structural—to facilitate ambidextrous engagement with platform stakeholders [6]. These mechanisms facilitate knowledge exchange, cooperation, and controlled competition, directly influencing value creation dynamics. Through cross-company hackathons, platform-driven training events, and ecosystem partnerships, complementors embed exploration within exploitative structures, reducing the risk of innovation failure while maintaining efficiency. This aligns with coopetition, where competitors innovate to generate shared benefits [37].
Our research directly contributes to the literature on digital sourcing by enhancing the understanding of digital sourcing as a fundamental practice in DPEs. We emphasize the relational and structural mechanisms that facilitate knowledge flows and co-creation within these ecosystems.

6.3 Redefining Complementors as Agents of Platform Evolution
Our work suggested that complementors are not merely followers of platform governance structures; they actively shape them. Unlike previous assumptions that platform owners dictate the rules [9], our findings suggest that complementors co-define governance through participation in value-generating activities:	1.
By co-developing industry accelerators and influencing API integrations, complementors dictate how value is structured and distributed within the platform.

 

	2.
By acting as adaptive agents, ensuring the platform’s long-term sustainability by filling gaps in service provision and evolving alongside technological advancements.

 





In our study, we have been examining the relationships between the individual, organizational, and inter-organizational layers. We have identified and evidenced two instances of contextual ambidexterity: intra-organizational exploration-for-exploitation, in other words, continuous improvement of service delivery, and inter-organizational exploration-through-exploitation, i.e., project-based or project-induced learning. Both have become refined, essential components of the ambidextrous practices in the two case companies.
Regarding the practitioners, our findings have direct managerial implications for business management consulting firms that act as complementors in a DPE. We recommend that senior management develop a cohesive social structure and adopt a balanced approach to overcome the challenges of joint exploitation and exploration. The closer you look, the more the distinction between perfection at delivery on one hand and continuous improvement, creativity, and innovation on the other hand becomes blurred (cross-over between exploration and exploitation).
We found a dominating commitment to outstanding consultancy services (exploitation) in a competitive environment, such as a digital platform. Recruiting, training, empowering, and thereby retaining competent teams of consultants on one side, and building and maintaining long-lasting, trusting relationships with clients and the platform owner on the other, provide the setting not only for excellence in exploitation but also for distinctive ways of exploration.
Our findings are highly contextualized and contingent upon the digital platform, positioning of the companies, and client organizations. They demonstrate successful differentiation as the raison d’être of these companies, trying to escape the commoditization of their digital sourcing services (clients have a choice). This includes diverse practices aimed at achieving ambidextrous capabilities. Our multi-case study identifies various avenues for further research.
Complementors are not merely independent actors; they are dynamic digital sourcing intermediaries that reshape traditional supply chain models by leveraging platform-driven sourcing opportunities. Future research should investigate how digital sourcing strategies vary across different platform types and governance models, as well as how complementors balance strategic autonomy with platform dependencies in digital sourcing arrangements. We also recommend more in-depth research about the social interaction ties between DPE actors. Insights may shed some light on the norm of reciprocity when actors focus on ecosystem innovations. Moreover, we suggest examining the shared vision and language between complementors in a DPE by applying a social capital lens. This may create insights about how members of different complementors share knowledge.
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Abstract
This study investigates the impact of Generative AI (GenAI) on the creation of software complements in digital platform ecosystems. Based on semi-structured interviews with software developers from both platform owner and complementor perspectives, we examine how GenAI is applied to platform boundary resources, to either support complement creation or boundary resource improvements. Using the inductive “Gioia approach”, we develop a data structure showing that GenAI improves platform access and expands platform owner and complementor capabilities. The findings offer four implications: GenAI can accelerate complement creation across platforms; it acts as a new type of boundary resource, merging technical and knowledge resources into conversational and code generating capabilities; it shifts developer focus from coding to the value of the complement; and it highlights the growing importance of managing and governing complement creation.
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1 Introduction
Digital platforms have increasingly been in focus of researchers from Information Systems, but also from other disciplines. To enable value co-creation from complementors, platform owners externalize platform functionalities. These external complements broaden the platform’s initial capabilities, thereby strengthening the platform ecosystem’s position [1–3].
The recent surge in software development support and automation, driven by modern AI tools such as GenAI, often poses as support and potential threat to software engineers’ jobs [4]. GenAI tools like ChatGPT or GitHub Copilot are characterized through ability to generate new content, including text, images, or segments of software code [5]. Insights from various fields of research highlight the promising productivity gains of GenAI. For example, software developers using GitHub Copilot have been reported to increase their implementation speed even though other productivity aspects, such as software quality, have not been measured, yet [6].[image: Bar chart showing the number of publications mentioning "platform" from 1993 to 2024. The chart includes three categories: "Platform" in black, "Platform + machine learning" in red, and "Platform + artificial intelligence" in green. Key events are highlighted: the first mention of "platform" in 1993, the introduction of GitHub Copilot in June 2021, and ChatGPT in November 2022. The chart indicates a general increase in publications over time, with notable peaks in recent years.]
Fig. 1.Senior Scholars’ List of Premier Journals publications mentioning “platform”, “platform” and “machine learning”, or “platform” and “artificial intelligence” over the years.



Yet, it is not clear how digital platform ecosystems are affected by this promising emergency of GenAI productivity increases on software code creation. These missing insights are reflected by the current state of IS research. The timeline depicted in Fig. 1 highlights a significant gap in the IS literature: only very few platform studies address machine learning or artificial intelligence in general. Furthermore, a search conducted in the Web of Science database found no publications from the Senior Scholars’ List of Premier Journals that focused on the application of GenAI in the context of digital platforms. This gap signals a critical lack of insight into how GenAI influences platform ecosystems.
The absence of research on the impact of GenAI in these settings raises several important questions. Traditionally, IS research has imagined complementors as human entities. However, vibe coding1 is reshaping this landscape by automating content and software development tasks, thereby boosting human productivity. Despite this potential, there remains a notable research gap: the implications of using GenAI to facilitate platform complement creation have not been at all explored. The prevailing understanding of network effects and their importance for the evolution of platform ecosystems is well established in the IS literature [3, 7, 8], yet the role of generative content and its impact on software platform remain largely unexamined. As tools like ChatGPT and GitHub Copilot continue to promise significant advancements in automating content creation and augmenting human capabilities [9], it is imperative to understand their effects on platform ecosystems.
In digital platform ecosystems, external software developers, or complementors, play an important role by building software complements to extend platform functionality. To enable this interaction, platform owners expose and explain functionalities through boundary resources, such as Application Programming Interfaces (APIs), or Software Development Kits (SDKs), including their documentation [10–12]. These interfaces serve as enablers for complement creation and therefore influence the overall platform ecosystem evolution. As such, investigating the application of GenAI at this intersection of platforms and complementors is particularly relevant.
Therefore, we ask: How does GenAI impact the creation of complements for digital platform ecosystems?
Our study investigates the experiences of software developers across various platform contexts. Through applying the Gioia method, we created a data structure that highlights how GenAI positively affects platform access and improves the capacities of complement creation. The data structure suggests that GenAI influences the creation and consumption of boundary resources, which are critical for platform interactions and ecosystem evolution.
Our findings carry for a couple of implications: First, GenAI potentially affects indirect network effects as complementors might leverage it to accelerate complement creation across several platforms. Second, GenAI forms a new boundary resource by spanning across technical and knowledge boundary resources to offer conversational and code generating abilities. Third, platform owners and complementors benefit from new affordances in creating complements, that allows them to concentrate their efforts on the “what” rather than the “how”. Finally, this potentially results in a shift from hands-on complement coding to governing and managing complement creation.

2 Background
2.1 GenAI
Generative Artificial Intelligence (GenAI) is a branch of Artificial Intelligence (AI) generating outputs such as text, audio, video, or other media that closely mimic or are often indistinguishable from content created by humans. The generation process is initiated through textual descriptions of the desired content, a technique known as prompting [13, 14].
Tools that utilize GenAI technology have been shown to enhance user productivity in content creation tasks. Noy and Zhang [9] found that writers using OpenAI’s ChatGPT produced faster results with improved overall quality. These benefits were primarily achieved by the tool scaffolding text blocks, which users could refine after the initial generation. The authors suggest that the increased accessibility of prompting, as opposed to traditional programming, may result in a larger pool of programmers at a lower cost. Consequently, in the future, more attention may be given to questions regarding what content to create and why, rather than focusing on how to create it. Yet, applying GenAI to tasks traditional achieved by humans is not seen without risks as the exact same effect could lead to an increase in expert demand as only skilled software engineers would be able to judge GenAI outputs. Furthermore, especially less experienced developers have shown a potential “over-reliance” on tools like Copilot that led in spending more time on improving prompts than fixing suggested code [15].
Although the full impact of GenAI on organizations remains unclear—given that academic discussions about its benefits are still in their early stages (Santos Gabriel, 2024) and the technology may have limitations due to its reliance on training data for content quality and variety (Susarla et al., 2023)—it is worthwhile to investigate whether GenAI’s text scaffolding capabilities are transferable to other content creation skills, such as developing software code for digital platforms.

2.2 GenAI and Software Development
Software developers use GenAI in multiple ways. Applying it directly inside the integrated development environments (IDE), does not force them to switch their problem-solving context by opening other programs, such as browsers, for researching their task. However, also prompting the user interface of any GenAI platform, such as OpenAI’s ChatGPT or Claude’s Sonnet is a common way of discussing code or related challenges.
A prominent tool using GenAI for code creation is GitHub Copilot. Original research on Copilot discovered a 55.8% speed advantage for software developers using Copilot on a narrowly scoped task compared to developers not using it [6].
While the initial study focused on experienced software engineers, subsequent research provided GitHub Copilot to novice programmers at the beginning of their computer science studies. The results indicate that GenAI tools can bridge existing knowledge gaps and serve as learning aids but also risk leading students to produce code they do not understand [15]. Understanding the level of programming skill required to effectively use GenAI tools is critical for assessing their potential to increase productivity and expand resources for software creation. If expert programmers are needed to evaluate the outputs of large language models, programmer capacity may become even scarcer in the future. Conversely, if only testing outcomes and adjusting prompts are required, access to programming capacity could increase [9].

2.3 Digital Platforms and GenAI Software Development
Digital platforms deliver value to their users through the interactions they facilitate among their participants, a phenomenon known as the network effect. A platform creates a direct network effect if its users perceive value from direct interactions with each other, as seen in social networks. For example, platforms like WhatsApp or TikTok are becoming more valuable to its users with any user added. When the value of a platform is perceived through the size of its different user groups—such as software developers and software consumers—the network effects are indirect [3, 7, 16] or cross-side, since the effect involves different sides of the platform [8]. Thus, for innovation platforms, this effect hinges on the number, variety, and quality of the complements that users can consume or interact with. Mobile platforms such as Apple iOS and Google Android become more valuable with the amount and quality of apps (complements) available to its users. Attracting developers to create these complements is therefore critical for growing and sustaining an ecosystem. Once set to create software for a platform, the ability of developers to create complements depends on the external resources, also called boundary resources, that platform owners provide, such as raw data, SDKs, or APIs [10]. Access to knowledge about how to use these resources, can offer a significant advantage in attracting developers to an ecosystem. Classifications such as Foerderer et al.’s [12] approaches to knowledge boundary resources provide three distinct groups: Broadcasting resources, are standardized and available to every complementor, such as documentation, sample code or information portals. Brokering resources, such as helpdesks or dedicated account managers, introduce human interaction and are therefore available to a subset of complementors. Lastly, bridging resources are personalized and focus on the individual complementor level. These resources focus on one-to-one assistance or coaching.
It remains mostly unclear how GenAI affects platform ecosystems by aiding in the creation of complements, either by offering direct information on how complements are created or by scaffolding or completely creating them.
In recent years, the role of artificial intelligence (AI) in platforms has attracted increasing attention from researchers. For example, some studies have focused on how AI affects data network effects, this is the increased value delivered when a platform learns more about its users by collecting data about them [16, 17]. Other research examines whether the AI maturity of organizations, such as banks, impacts their platform strategy [18]. However, the content-creating perspective that GenAI offers in affecting indirect network effects remains understudied.
In summary, we argue that the understanding of GenAI in the context of complement creation for digital innovation ecosystems is limited or even non-existent. While GenAI has demonstrated benefits in content creation that extend into software development by enhancing developer productivity, this hints at untapped potential for both theoretical and practical advancements. To address this gap, we explore how developers are using GenAI to interact with the boundaries of platforms.


3 Methodology
To understand the real-world application of new technologies, conducting interviews with informants who have firsthand exposure to these technologies is a valid approach for gaining insights into their practical use [19]. We conducted semi-structured interviews to investigate how developers utilize GenAI for platform complement creation. This approach aims to provide a comprehensive understanding of how coding support systems are perceived and utilized by software engineers, as well as the potential benefits that arise from their application.
3.1 Data Collection
To gain insights into the use of GenAI for complement creation we interviewed twelve software developers who engage daily with third-party systems across various companies. Our data was collected via semi-structured interviews that allowed for a flexible, topic-oriented process. Specific questions were designed to explore scenarios where the developers had to interact with third-party systems, for instance, through APIs or software libraries, and where they designed their own boundary resources to open their systems. Our data was collected from a diverse group of software engineers, including machine learning experts, consultants, and developers working within corporate structures. The questions were refined iteratively as we conducted each interview, incorporating new insights to deepen our understanding of the subject.Table 1.Summary of interviews.

	Pseudonym
	Affiliation
	GenAI used
	Duration (hh:min:sec)
	Language

	Internal AI Consultant 1
	• Multinational conglomerate
	Self-hosted ChatGPT
	00:42:15
	German

	Machine Learning Expert 1
	• Consulting experience in Silicon Valley and Germany
	GenAI in general
	00:40:32
	German

	Tech Lead 1
	• Multinational manufacturer of luxury vehicles 1
	GitHub Copilot
	00:38:49
	English

	Tech Lead 2
	• Retail company of self-manufactured products
	GitHub Copilot
	00:52:30
	English

	Tech Lead 3
	• Multinational retail and e-commerce company
	GitHub Copilot
	00:49:41
	German

	Software Engineer 1
	• Multinational retailer
	ChatGPT, Self-hosted ChatGPT
	00:27:15
	English

	Software Engineer 2
	• Multinational consulting company
	ChatGPT, GitHub Copilot
	00:35:19
	German

	Platform Engineer 1
	• Energy company
	ChatGPT, GitHub Copilot, Proprietary GenAI of platform owner
	00:36:57
	English

	Platform
Engineer 2
	• Multinational fashion retailer 1
	ChatGPT, GitHub Copilot, Self-hosted ChatGPT
	00:45:58
	English

	Platform
Engineer 3
	• Multinational
• consulting company
• Retail company of self-manufactured products
• Decentralized energy solution provider
	ChatGPT, GitHub Copilot, Self-hosted ChatGPT
	00:46:25
	English

	App
Developer 1
	• Multinational manufacturer of luxury
• vehicles 2
• Premium global chauffeur service
• Multinational retail and e-commerce company
	ChatGPT, Self-hosted ChatGPT
	00:42:34
	English

	Machine Learning
Engineer 1
	• Multinational fashion retailer 2
	ChaGPT, Github Copilot
	00:29:54
	English

	12
	 	 	08:08:09
	 




We encouraged participants to share their experience on their use of GenAI, aiming to capture both the realized and unrealized potentials of these technologies. This method provided a nuanced understanding of developers’ openness to and experiences with AI-assisted coding tools.
The participating developers worked in diverse industry contexts, ranging from machine learning experts in advisory roles, software engineers in retail-focused scale-up companies, to internal AI consultants in large multinational corporations. Details of the informants can be found in Table 1.
Interviews were conducted in either German or English, depending on the interviewee’s preference. All interviews were subsequently transcribed, and German transcripts were translated into English. A total of twelve interviews were completed, with an average duration of 40:41 min per interview.

3.2 Data Analysis
To extract patterns, concepts, and interconnected themes from our interview data, we employed the inductive methodology from [20]. This approach facilitated a systematic and rigorous analysis, ensuring that the emerging concepts were grounded in the participants’ narratives.[image: Flow chart illustrating the relationship between 1st Order Concepts, 2nd Order Themes, and Aggregated Dimensions. The 1st Order Concepts include tasks like discussing boundary resource design and drafting complement parts. These lead to 2nd Order Themes such as Increasing Ecosystem Attractiveness and Generating Complement Parts. The themes are connected to Aggregated Dimensions labeled as Access and Capacity. Arrows indicate the flow from concepts to themes and dimensions.]
Fig. 2.Data structure.



We read the interviews and marked interesting segments. After the first round of reading and marking segments was concluded, a second round of re-reading was conducted to refine our selections and capture insights that may not have been fully developed or recognized during the initial reading. This iterative process allowed for a richer and more nuanced understanding of the data. All identified segments were then organized into preliminary conceptual groups, representing drafts of second-order concepts. Within each conceptual group, we developed first-order concepts by arranging similar appearing interview segments next to each other and naming the concept in an in vivo manner, using the interviewees’ own language to maintain the authenticity of their voices. Strong and illustrative quotes were highlighted to be used as direct quotes in the findings section.
The first-order codes were then re-arranged inside the second-order clusters to ensure a logical and meaningful organization of the data. The clustering refinement step was followed by reformulating the second-order codes for an improved representation of the underlying first order concepts. The resulting data structure is shown in Fig. 2.


4 Findings
We identified 15 first-order concepts that we aggregated into five second-order themes. These were further summarized into two aggregated dimensions.
At an abstract level, developers use GenAI in platform ecosystems in two ways. First, it improves the access to platforms. From the complementor perspective, where GenAI is applied to generate parts of complements or to improve the interaction with boundary resources. Developers who are in the role of the platform owner use GenAI for increasing the ecosystem attractiveness by improving the access to their platform. Second, developers’ active decision to use GenAI is use case dependent and based on the subjective judgement on whether results are helpful in the applied setting. GenAI in platform complement development therefore leads to potentially increased capacities that can but do not have to be activated.
4.1 Increasing Ecosystem Attractiveness
Software practitioners described various ways in which GenAI enhanced platform ecosystems through improved boundary resources and development tools. For instance, interviewees reported that they use GenAI to optimize API design. They found it valuable to feed API specifications to the AI and engage in discussions about design choices. As one software engineer explained,“[…] it is super comfortable to just like feed the API definition, the API spec to ChatGPT and use ChatGPT to, well, discuss the API design.” (Software Engineer 1).



Software practitioners felt that through prompting, GenAI could provide helpful feedback on API endpoint design and implementation approaches, ultimately leading to more optimized API designs. The capability of GenAI to make sense of textual feedback provided by API users could be leveraged to automate the creation of suggestions for API improvements based on actual user feedback.
Further, GenAI was widely used to automate the creation of knowledge boundary resources such as documentation. One app developer described their approach:“[…] I give him an example, ‘Hey, this is how we write our doc here. Please write it for this function.’” (App Developer 1).



Interviewees considered documentation a repetitive task that GenAI could efficiently support. They reported increased documentation speed, as the AI could often produce better readable English than the software engineers themselves. Practitioners also utilized GenAI for creating comprehensive documentation based on existing documentation and code samples. Some described a workflow where they would sketch out documentation structures using text blocks and bullet points, then have the AI expand these into complete documentation.
Also, software engineers encountered various AI support systems integrated into the platforms they used regularly. For example, AWS offered Log Insights with AI capabilities to improve queries, while Vercel introduced v0, a GenAI tool for creating Next.js components or even entire applications. However, not all AI support provided value from the developers’ perspective. For instance, one developer found AWS Log Insights unhelpful for complex queries, while noting that AI assistance wasn’t necessary for simpler queries. A machine learning expert suggested that platforms could enhance their accessibility through GenAI without developing entirely new models from scratch:“In my experience, at least if you have access to the proprietary systems and perhaps choose something like a retrieval augmented generation access, perhaps even hierarchically structured, so that you can somehow pull in code snippets as they are needed, I think you can gain a lot of ground.” (Machine Learning Expert 1).




4.2 Generating Complement Parts
Software practitioners described how they used GenAI to create parts of platform complements. They reported drafting complement parts that would later be refined. Prompts to the GenAI that carried standardized properties led to functional complement skeletons, also called software scaffolds, in Android app development. These parts were not fully functional and had to be enhanced. The standardized prompts did not necessarily have to be in the language or standard the GenAI should create the complement in. For example, one app developer fed the GenAI an old XML standard for the creation of Android user interfaces, from which the GenAI generated code in the newer Jetpack Compose format.
Complement developers described how they benefitted from existing code, written by their team colleagues, that helped their orientation. The code base provided examples and best practices to them. For example, one developer described having trouble interacting with Firebase, a platform from Google that provides a set of ready-made functionalities for app developers. New projects did not offer the possibilities for developers to look at other parts of the code to learn how an API or an SDK works. The developer described productivity increases due to being able to ask ChatGPT for prototyping these functionalities in an empty project. However, some interview candidates emphasized the need to be specific in prompting. The less prompts were described, the higher the possibility for prompts to generate nonsense. The interviews furthermore showed clear indications that standardization could increase the output quality.
The interviews revealed enhanced code generation via standardized boundary resources. One platform engineer explained:“[…] given this OpenAPI YAML file, ChatGPT is able to tell you, hey, those are the methods that you need to implement. And then after we have finished implementing one method, which suggests to you, this is the next method you can put in the file, right? So it’s able already to generate code on its own based on a specification.” (Platform Engineer 3).



As seen in the app developer example with XML and Jetpack Compose, further interview data showed a quality increase when boundary resources were standardized. Complementors also used API specifications, such as Swagger (OpenAPI), for prompting ChatGPT to find out about the capabilities of an API. Obviously, these files could also be consumed by any complementor without using an AI. However, the GenAI now allowed any developer to ask targeted questions, so they arrived earlier at the results.
Next to specification files, complementors also used API responses in JSON format as GenAI input. Based on the standardized specifications or output formats, GenAI helped providing information about the functionalities that needed to be implemented to talk with an API and use its outputs. Based on the first implementation by the complementor, the AI then was able to prototype further implementations. In scenarios where two systems should be integrated so they could communicate with each other, standardization became even more crucial:“[…] two systems, where it is mainly about data mapping, that you have suitable data structures, wonderful task for [applying an LLM], because input and output are known and not much needs to be done in between.” (Software Engineer 2).



One developer remembered an old case about converting an API from the gRPC protocol to REST where the application of ChatGPT would have been the perfect use case due to its text transformer nature. However, it was crucial that both data structures operated on similar underlying technical possibilities. An app developer described a case where a component was updated from an old into a new standard. However, the new standard did not support certain functionalities, therefore breaking the whole possibility of automating the update.

4.3 Improving Boundary Resource Use
GenAI emerged as a powerful companion for complement developers seeking to better understand and interact with boundary resources. Beyond merely generating code, GenAI served as an interactive guide through the complexities of platforms, APIs, and development frameworks.
When approaching new technologies, developers turned to GenAI to discuss complement design options. The earlier mentioned app development case leveraged ChatGPT to transition from familiar XML-based UI components to the newer Jetpack Compose framework. As they explained:“You can even try to copy a cool XML file, like the old way to build this UI and say, hey, I want this in Compose. How would you do that? And that works to a certain degree, I would say, but we have a lot of edge cases and they’re quite complex things.” (App Developer 1).



This conversational approach helped the developer navigate unfamiliar territory, though it was not perfect for handling every scenario, such as edge cases. Notably, the app developer did not only use GenAI to generate code but to first learn about the new way of creating user interfaces. A pattern seen in many interviews.
Developers frequently sought GenAI assistance when traditional documentation fell short. A Tech Lead described switching to GenAI when API documentation was missing, prompting discussions about implementation approaches in Golang. Similarly, another practitioner working with the AWS cloud development kit (CDK) found value in contextualizing their queries within the AWS environment. When asking about AWS SQS, the GenAI not only explained the service but suggested implementation strategies specific to CDK.
The fragmentation of documentation across multiple versions created particular frustrations that GenAI helped resolve. As one Tech Lead shared:“[…] you know, you ended up accidentally on your documentation for an older version and it doesn’t make any sense or so on. And then I feel like Copilot is usually… Sometimes not far from always, but pretty good at explaining to me how I need to do things.” (Tech Lead 1).



In these scenarios, GenAI essentially functioned as a knowledge boundary resource layered on top of technical boundary resources, synthesizing scattered information into coherent guidance.
Interestingly, not all developers aspired to master the boundary resources they used. Some viewed them merely as means to an end, with no desire to become experts. As one Machine Learning Engineer candidly admitted:“[…] I get a much faster understanding of how to use the new query language. And I don’t really need to learn it. I just need to be able to put the pieces together without actually knowing it.” (Machine Learning Engineer 1).



For these practitioners, GenAI provided just enough understanding to accomplish their goals without requiring deep domain expertise.
Error messages, often cryptic and frustrating, represented another area where GenAI proved invaluable. Tools like GitHub Copilot, with their awareness of the programming context through open files in the IDE, helped developers decipher complex error states. Those without integrated tools found themselves copying error messages into standalone GenAI interfaces to gain insights into their problems.
Despite these benefits, developers remained cautious about relying on GenAI for closed systems with poor documentation. The models’ potential gaps in knowledge about proprietary systems created legitimate concerns about their reliability in these contexts, an issue that we will focus on as a key limitation in the “Contextual Ignorance” theme of the findings.

4.4 (Contextual) Ignorance
The effectiveness of GenAI in complementor development demonstrated clear limitations that manifested through what can be termed “Contextual Ignorance.” This phenomenon appeared in three distinct findings across the interview data, each representing different scenarios where GenAI’s utility diminished significantly.
The first finding emerged when developers possessed deep expertise with particular boundary resources, rendering GenAI assistance superfluous. A senior tech lead explicitly mentioned forgoing systems like GitHub Copilot when working with the GitHub API due to their extensive familiarity with it. This approach, while efficient in the short term, potentially limits future adaptability, particularly when APIs evolve or receive updates that might introduce unfamiliar elements that GenAI could help navigate.
The second finding revealed GenAI’s limitations in politically sensitive organizational contexts. One interview participant deliberately avoided using GenAI for documentation that needed to address delicate inter-team dynamics, particularly where performance issues of another team required tactful articulation. The tech lead expressed skepticism about the AI’s capacity for such nuanced communication:“I would have to prompt it so much with all the context that it would be quicker to just write it.” (Tech Lead 1).



This highlights an important boundary where human judgment about organizational politics and interpersonal sensitivities supersedes the efficiency gains of automated content generation.
The third finding, perhaps the most technologically significant, concerned GenAI’s limited effectiveness when dealing with proprietary or poorly documented systems. Developers reported substantially diminished utility when working with less popular programming frameworks or platforms with insufficient public documentation. Specific platforms like CommerceTools or Microsoft’s GraphAPI represented particularly challenging domains where GenAI offered little practical assistance. As one platform engineer observed:“[…] one thing like I have also been complaining a bit about is that ChatGPT does not have good answers for the GraphAPI. And the thing is, the GraphAPI is badly documented. So, I am assuming the GPT does not also know so much about the GraphAPI. And that’s why it’s not answering my question.” (Platform Engineer 3).



This observation illuminates a fundamental constraint of current GenAI systems: their capabilities remain bounded by the information available in their training data. When platforms operate in closed ecosystems with minimal public documentation and few open-source complements, the AI lacks the foundational knowledge necessary to provide meaningful assistance. This limitation creates an interesting question for proprietary platforms in scenarios where developer assistance might be most valuable.

4.5 Enhanced Complementor Capabilities
Adding GenAI into the development environment for complementors introduced new affordances to platform ecosystem development. First, complementors needed less expertise with boundary resources in order to build applications that leveraged platform functionalities. Second, this reflected in faster onboardings into new roles. Third, needing less expertise with boundary resources and having faster onboardings into platform ecosystems resulted in the ability to switch seamlessly between ecosystems.
The interviews revealed a reduced need for boundary resource expertise among complementors using GenAI. Similar to the previously mentioned example of the machine learning engineer who did not want to learn a boundary resource but just wanted to use its output, other interview candidates addressed their reduced need for learning boundary resources to get their work done. In the case of interacting with programming languages, a tech lead described the necessity of switching between multiple programming languages daily to interact with their teams:“It’s not strange that I’m in three, four different languages in the same day. So just helping with a lot of those things that otherwise, maybe if you sit in a pretty small tech stack, you know, you have a lot of autopilot. I don’t have that because our stack is so big and so different. I let kind of Copilot be that autopilot for me when it comes to those things.’ (Tech Lead 1).



Other candidates showed similar patterns in the ecosystems they faced in their daily work, such as reduced need for learning Terraform to orchestrate cloud platform or on-premises resources.
The data also demonstrated faster onboarding into new roles when using GenAI. One platform engineer described the struggle of keeping up with colleagues who were advancing with complex solutions. Discussing these solutions with GenAI helped maintain pace with developments. Similarly, a seasoned Android app developer discussed their limited experience in iOS and the resulting ability to manage a complete mobile team building applications for both platforms because of GenAI:“[…] I have very limited iOS knowledge. But with the help of LLMs, I could solve almost any task, I would say.” (App Developer 1).



These capabilities culminated in the affordance of operating and creating complements in several ecosystems simultaneously. One platform engineer described their experience asking GenAI about differences between two cloud platform services:“[…] the concept in AWS, you want a S3 Bucket, you want to do something with that, and some basic functionality. Then it’s only actually a command, for example, to get all the data, which is in this S3 Bucket, and then you use the same functionality of Google [GCP], but you don’t know the syntax, and you know what you want to do, you can tell that, and then you can easily switch.” (Platform Engineer 1).



This behavior was reflected by other interview candidates across different specializations. One candidate explained that using GenAI for tasks outside their own expertise felt like extending their overall abilities to a level that might not reflect the depth of their core expertise but allowed them to accomplish tasks that were previously beyond reach.


5 Discussion
This study set out to understand how generative AI influences the creation of software complements in digital platform ecosystems. In summary, our findings suggest that GenAI fundamentally reshapes complement creation by enhancing platform access and unlocking new capacity for both platform owners and complementors. In direct answer to our research question, GenAI lowers knowledge barriers and increases development efficiency in complement creation, while also introducing strategic considerations regarding platform openness and the design of boundary resources.
5.1 GenAI’s Dual Impact on Platform Owners and Complementors
The use of GenAI is evident on both, the platform owner and complementor sides of the platform ecosystem, albeit in different ways. The interviewed developers on the platform owner side leverage GenAI to improve the usability and design of their boundary resources, thereby aiming at increasing the platform’s attractiveness to other developers. For example, interviewees described using GenAI to refine API designs by feeding specifications to an AI and iterating on its feedback. This practice effectively turns GenAI into a collaborator in boundary resource design, enabling platform teams to get instantaneous suggestions for improvements that traditionally might emerge only from lengthy internal discussions or developer feedback cycles. As one software engineer noted, “it is super comfortable to just feed the API spec to ChatGPT and use it to discuss the API design,” highlighting how GenAI serves as a knowledge partner in technical design decisions. In turn, this can accelerate the delivery of well-designed boundary resources and improve developers’ access to platform functionality. Platform owners also reported semi-automating the creation of knowledge boundary resources like documentation through GenAI. Given that developers often find writing documentation onerous, do not have enough time to focus on it or do not possess the required expertise [21], delegating first drafts to GenAI can lead to faster documentation production and, in some cases, more polished language than the engineers might have achieved on their own. This points to GenAI’s role as a scaffolding tool. It generates initial content that developers can then refine, echoing the productivity gains observed in other domains [9]. By semi-automating documentation and potentially other knowledge boundary resources, platform owners can streamline complementor onboarding, helping newcomers understand how to build on the platform more quickly. No participants indicated having formal review processes for AI-generated documentation, so its effectiveness still ultimately depends on expert validation and user feedback. Without careful curation, even an AI-generated guide may fail to fulfill its purpose, unless future GenAI systems learn what constitutes “good” documentation on their own.
Complementors, on the other hand, primarily use GenAI as an on-demand development assistant to more efficiently access and utilize platform resources. They described employing GenAI to generate snippets of code or suggest how to work with unfamiliar APIs or data objects. In essence, GenAI functions as a dynamic extension of the platform’s knowledge resources, bridging gaps in a developer’s expertise. Notably, complementors reported that GenAI allowed them to produce working code for platforms and programming language environments in which they had limited prior experience. This indicates a profound shift in required expertise: a developer can prompt the AI to “translate” their intent into platform-specific implementation, relying less on longer manual study of documentation. The result is faster problem-solving and a lower barrier to entry for creating viable complements. These findings align with early evidence that GenAI-based coding assistants improve development speed without necessarily harming quality [6, 9, 22, 23]. Importantly, our study adds that developers do not always use GenAI to learn new systems, but rather to get things done quickly. This observation echoes Prather et al. [15] or Krancher et al. [23], who note that GenAI can help engineers to work in an unfamiliar environment and learn systems faster; our interviewees likewise often treated GenAI as a means to an end, bypassing deep learning in favor of immediate productivity. Consequently, a complementor with only basic knowledge of one platform can potentially leverage GenAI to jumpstart work on another platform, effectively reducing the need for extensive boundary resource expertise.

5.2 New Affordances and Changing Dynamics
The introduction of GenAI in complement development has created qualitatively new affordances in the platform ecosystem. One key affordance is content scaffolding for software code. GenAI can generate functional code segments which developers then integrate and tweak. This is analogous to the text-block scaffolding that improved writers’ productivity [9], now manifesting in software engineering. The decision support nature of GenAI means that developers can offload routine or boilerplate coding tasks to the AI and focus more on higher-level design and problem-solving. Overlapping with this is GenAI’s potential role as a knowledge boundary resource in itself. Our findings suggest that GenAI effectively wraps around existing technical and knowledge resources to make them more accessible. In other words, GenAI serves as a conversational layer over APIs, SDKs, documentation, and further boundary resources, a layer that can interpret natural-language questions and produce relevant guidance or code using those underlying resources. This poses a shift in knowledge boundary resources, potentially merging broadcasting, brokering, and bridging resources [12] as the GenAI becomes sample code assistant, helpdesk, and coach in one. GenAI aggregates and contextualizes platform knowledge that might otherwise be too fragmented or complex for complementors to quickly digest. By acting as a universal translator and tutor, GenAI reduces the cognitive distance between a developer’s intent and the specific implementations required on a given platform. An implication is that complementors may no longer need to master every detail of a platform’s toolkit, they can rely on AI to fill in the details on demand. This affordance lowers entry barriers for less experienced developers or those moving between ecosystems, potentially expanding the pool of complementors. It also means that highly specialized knowledge of one platform becomes less of an advantage if GenAI can intermediate. As a result, we observed signs of faster onboarding: interviewees recounted how they could begin building on a new platform much more rapidly than in the past, since GenAI would handle the translation of concepts from platforms they knew to the one they were learning. For instance, a mobile app developer skilled in Android could ask GenAI how to implement a similar feature for iOS and receive usable starter code or pointers, an undertaking that previously might require hours of studying Apple’s documentation. This ease of cross-platform translation indicates a broadening of complementor capabilities and hints at a workforce shift where developers are more deployable across platforms than before.
A related conclusion is that multihoming becomes more feasible. Multihoming refers to complementors creating and maintaining offerings on multiple platform ecosystems in parallel [24, 25]. Our findings suggest that GenAI can soften the barriers by serving as a consistent supporter across different environments. Indeed, several participants had experience using GenAI-assisted workflows for more than one cloud provider or moving their applications between frameworks, describing the process as more seamless compared to traditional manual re-learning. By reducing the need for platform-specific expertise, GenAI lowers switching costs and encourages complementors to navigate multiple ecosystems simultaneously. This could intensify competition between platform owners over developer attention and loyalty. If many platform services converge in features, a phenomenon sometimes driven by “platform pacing,” where platforms imitate each other’s features to retain developers [26], GenAI may further homogenize the development experience by abstracting away differences. An open question is whether the quality of complements will remain high in such GenAI-enabled multihoming scenarios. Platform owners may need to monitor the quality and perhaps invest in tools or guidelines to ensure that AI-assisted multihoming developers still produce high-quality, secure, and innovative complements on their platform.
GenAI’s effectiveness, however, is not uniform across all contexts, and this is where open vs. proprietary ecosystem differences may become important. Interviewees suggested that GenAI tools like ChatGPT or Copilot were most helpful when ample public knowledge about a platform was available (e.g. well-documented APIs or widely discussed development frameworks). In such cases, the AI model likely had been trained on those public resources or could be supplied with them, acting almost like an encyclopedic “telephone book” of platform information, meaning the GenAI was able to provide information about several platforms at once. In contrast, for more closed platforms or proprietary APIs, the AI sometimes struggled, providing either generic advice or incorrect code, most probably due to gaps in its training data. This underscores a strategic consideration: platform owners with closed ecosystems face a trade-off. They could develop proprietary AI support systems fine-tuned on their internal knowledge to assist complementors, as seen in the attempts like AWS’s AI log support or Vercel’s platform-specific GenAI tools but doing so might require significant investment and may still fall short of the breadth of knowledge a general AI, such as ChatGPT or Claude, can draw on. Alternatively, they could embrace openness by making more of their documentation, code examples, and usage knowledge public, so that general-purpose GenAI models will naturally become more effective assistants for their platform. This implies GenAI may indirectly pressure platform owners toward greater openness of knowledge boundary resources, since being absent from widely used AI training data could become a disadvantage. If a proprietary platform’s intricacies are invisible to GenAI, developers may perceive building on that platform as harder, tilting their preferences toward more AI-friendly ecosystems. In summary, GenAI currently acts as an amplifier of what is available: it excels when fed rich data about a platform, but its utility diminishes behind walled gardens. This dynamic could influence future platform strategies regarding ecosystem openness, documentation practices, and investment in AI toolkits.

5.3 Implications for Theory and Practice
Our findings carry several implications for information systems theory on platforms, boundary resources, and complementor innovation. First, we contribute to platform ecosystem literature by illuminating how GenAI can affect indirect network effects and ecosystem evolution. Classic platform theory holds that more and qualitative stronger complements strengthen a platform’s value for its users [1, 3]. GenAI promises to accelerate complement creation by lowering development effort and expertise requirements for complementors, potentially leading to an increase in the quantity and diversity of complements available, if supported right. In other words, the positive indirect network effects, where more complements attract more users and vice versa, could be magnified as GenAI empowers a larger pool of developers, including those who might not have participated before. At the same time, our study provides potential concern that if GenAI is not managed properly, the distribution of complement quality and novelty might shift. If GenAI helps every developer solve common problems in similar ways, complements across platforms could become more homogeneous, challenging platforms to find new ways to differentiate their ecosystem’s offerings. This raises interesting questions aligned with platform competition research [25, 26]: when multihoming becomes easy and complements converge, platform owners may need to devise new control points or incentives to retain exclusive complements. Our evidence of AI-enabled multihoming thus adds a new layer to theories of platform envelopment and competitive dynamics.
Second, our work extends the concept of boundary resources [10–12] by highlighting GenAI as a novel intermediary in the platform-complementor interface. Boundary resources are the tools and regulations through which platform owners facilitate and control third-party innovation, including APIs, SDKs, and documentation. The advent of GenAI suggests that a new type of boundary resource is emerging: AI-based knowledge services that help translate between the platform’s formal offerings and the complementor goals. Notably, these AI services can be provided by the platform, as an intentional resource, or leveraged independently by developers, as an informal aid drawing on existing resources. Our findings indicate that when developers use general GenAI tools to interpret or generate code for a platform, those tools are effectively functioning as an extension of the platform’s knowledge resources. Extending the insights of Foerderer et al.[12], one can view GenAI as a new boundary resource itself lying on top of other resources that creates a “wrapper” that synthesizes APIs, SDKs, or technical documentation, into a conversational and code generating form.
Third, our study contributes to understanding complementor capabilities and the innovation process on digital platforms. The affordances introduced by GenAI (fast prototyping, code translation, automated documentation) allow complementors to focus more on what to create rather than how to implement it technically. Our participants still cared about how to create a complement, but the “how” was, in some cases, rapidly simplified by AI serving as a decision-support and execution aid. In practical terms, platform owners should anticipate a more diverse complementor base and consider how to support it. For example, if more novice developers enter their ecosystem via GenAI help, platforms may need to adjust their developer support strategies: perhaps providing integrated AI assistants, tailoring sandbox environments for testing AI-generated code, or implementing stricter app review processes to catch AI-introduced errors. This could also mean lowering the entry barriers further to enable programmers with little or no programming experience through low-code or no-code solutions. Conversely, experienced developers might leverage GenAI to exponentially increase their output (e.g., a small team producing as many features as a large team could before), which could raise the competitive bar for complements in certain markets. For practitioners, our study highlights both the affordances and the challenges introduced by GenAI in platform ecosystems. Platform owners can harness GenAI to lower entry barriers, hoping to attract more complementors and stimulate innovation. For instance, investing in AI-enhanced documentation, code examples, or even in an official platform-specific AI assistant could significantly improve the developer experience. Some have already begun this, as noted with early platform-provided AI tools in our interviews, but ensuring that these actually deliver value is key. For complementors, the practical implication is to see GenAI as a powerful new tool in the development arsenal. Those who learn to effectively incorporate AI into their development workflow can potentially reduce development time and expand into new platforms. However, complementors must also remain cautious about the outputs of GenAI. As our interviews revealed, AI-generated code is not guaranteed to be optimal or even correct, especially in edge-case scenarios or with proprietary technology. Thus, complementors should treat GenAI as an assistant but still apply their own expertise to review and refine the results. Organizations may respond by adopting private GenAI instances or fine-tuned models to get the best of AI-powered development with proprietary knowledge included, but without exposing that knowledge publicly.
Finally, we observe a distinct implication: if generative AI’s influence rises further, it could shift the primary role of complementors from hands-on coding to the governance and management of codebases. Conceptually, developers devote less effort to writing code line-by-line and more to orchestrating, curating, and supervising AI-generated outputs, ensuring that software aligns with design standards and business objectives. In practice, platform owners may need to revisit their governance strategies and provide new resources to help complementors manage AI-generated components, so that complement quality and compliance with platform standards are maintained. This shift also demands that AI tool designers integrate features facilitating effective oversight, such as robust error-checking, version control, and explainable code suggestions, to help developers efficiently govern AI-generated code moving forward.

5.4 Limitations and Future Research
While this study provides early insights into GenAI’s impact on complement creation, it has several limitations that also suggest directions for future research. First, our qualitative evidence is based on a limited set of interviews, which, although rich in detail, cannot capture the full diversity of platform types and development scenarios. The participants spanned various roles, but future work should include a stronger theoretical sampling, possibly including developers from different industry domains and platform backgrounds. Other platform types, such as gaming platforms, Internet-of-Things ecosystems, or enterprise software marketplaces, were not explicitly covered. GenAI’s utility may vary across these contexts; for example, building a hardware-integrated IoT solution might present different challenges for GenAI than building a pure software app. We encourage research that examines GenAI-assisted development in specific platform contexts to identify any domain-specific insights. Comparative studies could reveal if certain platform characteristics, such as proprietary or open platforms, impact the GenAI supported complement creation.
Second, the rapidly evolving nature of GenAI means our study captures a moving target. The capabilities of models available at the time of research, such as GPT-4o and contemporary coding assistants, will likely be surpassed by future iterations. Future research should continuously update these findings as technology progresses. What holds true today might change with more advanced models or specialized training. For instance, our interviewees unanimously treated GenAI as a tool for partial tasks rather than end-to-end development. None reported letting the AI entirely build a deployable complement from scratch. This could be a limitation of current GenAI in handling the complexity and context integration required for full software products. However, as GenAI models improve or as more platform-specific training data becomes available, the prospect of fully automated complement generation may inch closer. Recent work by Mayer et al. [27] already hints at near-automation of content-based complements in auto-generating content for a publishing platform. Testing whether and when similar possibilities become feasible for the creation of software complements, and in what types of platforms, is a compelling future research avenue.
Another limitation relates to GenAI’s knowledge boundaries. Interview candidates addressed that GenAI’s help was less effective for some platforms, probably because of their proprietary nature, less available documentation or limited amount of open-source complements. Our study did not deeply examine any single proprietary platform in isolation. It remains to be seen how GenAI can be leveraged in closed contexts. Will platform firms invest in their own fine-tuned AI agents, and will developers adopt them? One future research direction is to study cases where a platform provider introduces a custom AI assistant trained on its private documentation and code and compare developer uptake and performance with those using general-purpose AI on open platforms. This could inform whether platform-specific AI agents can compete with or outperform the broad knowledge of public models. Similarly, the question of GenAI’s training data completeness is crucial. Keeping AI models up to date with the latest APIs and best practices could become a challenge.
Finally, our findings on multihoming warrant further investigation. We provide initial evidence that GenAI lowers the effort to participate in multiple ecosystems, which could upset the balance of power in platform markets. Yet, our study did not quantitatively measure switching costs or multihoming frequency; it only captured developers’ perceptions and anecdotes. Future studies could use surveys or experiments to measure how much faster or easier developers can accomplish a task on a new platform with GenAI assistance versus without it. Such research would offer more concrete evidence of the reduction in onboarding time or required expertise. Moreover, the long-term strategic behavior of complementors in response to GenAI – for example, will more companies decide to multihome their complements across platforms because AI makes it feasible – and how will platform owners respond – is an open question.
We encourage other researchers to build on these initial findings with targeted studies that can test the generalizability and impact of GenAI across various platform settings.

5.5 Conclusion
In conclusion, generative AI is emerging as a transformative force in digital platform ecosystems, reshaping how software complements are created and who can create them. It enhances platform development by reducing knowledge barriers and providing intelligent assistance in coding and design, thereby empowering complementors to innovate faster and with less required expertise. Platform owners can leverage GenAI to improve the accessibility and attractiveness of their ecosystems, but they must also navigate new challenges around openness, quality control, and competitive differentiation. Our study offers an early, in-depth look at these dynamics, demonstrating that GenAI brings new affordances, such as cross-platform development or automated knowledge support, that both complement and extend existing platform theories. At the same time, it raises important questions about expertise, governance, and strategy that call for further inquiry. Ultimately, understanding GenAI’s role in complement creation is crucial for both scholars and practitioners, as it will shape the future of innovation and competition in platform-based environments. By illuminating these initial patterns and implications, we hope to lay the groundwork for more research and informed practice at the intersection of generative AI and digital platforms.
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Abstract
The rapid evolution of AI has created a wealth of possibilities for businesses, e.g. to enhance their operations, improve their innovativeness and advance customer interaction. Technology departments are under pressure to adopt AI in their enterprise architecture. The immense power and readily available services offered by big tech platforms seems make design, implementation and operation of AI applications, including machine learning and deep learning, seamless. The paradigm of Machine Learning Operations (MLOps) emerged to develop ML products and rapidly bring them into production at industrial scale. It has been found that DevOps teams can contribute to firm competitive advantage by building both business and technology-related capabilities which enable them to sense market opportunities, make fast and targeted decisions and transform their assets in case of changing circumstances. While increasingly popular, MLOps has shown to be difficult. Many ML initiatives fail to provide value, while many ML models never reach production. This study surveys challenges of AI adoption and discusses a framework based approach to facilitate the adoption and scaling of AI in a tech firm. The paper concludes that while a framework based approach does eliviate some adoption challenges, much research remains to be done. Such research challenges are presented and discussed.
Keywords
AI adoptionMLOpsScalable AI
1 Introduction
The rapid advancement of Artificial Intelligence (AI) has profoundly transformed how businesses operate, innovate, and engage with customers [39]. However, as AI systems, particularly Machine Learning (ML) models, become increasingly integrated into enterprise architectures, organizations face mounting challenges in operationalizing these technologies at scale. The emergence of Machine Learning Operations (MLOps) has offered a structured paradigm for building, deploying, and maintaining ML models within production environments. While MLOps draws inspiration from Development and Operations (DevOps) [31], extending its principles to data-driven applications, the complexity of managing AI systems introduces unique technical, organizational, and ethical challenges. For example, even simply staffing such pipelines with quality-aware experts capable of creating synergy between the business function and the MLOps role is hard at best [27].
On the one hand, the promise of MLOps lies in its ability to bring business stakeholders, data scientists, and engineers together to create scalable, efficient solutions that address complex business problems [15]. However, despite its popularity, the adoption of MLOps has proven difficult: over 90% of machine learning models fail to reach production, and many initiatives struggle to deliver tangible value. This high failure rate is largely due to a range of organizational, technical, operational, and business challenges, such as skill gaps, resistance to change, and slow processes create friction, while technical challenges related to data infrastructure, tooling, and standards further complicate implementation. In addition, from a more technical perspective, operational challenges include pipeline inefficiencies and trade-offs in implementation, limiting the scalability and sustainability of MLOps efforts [40].
Beyond these practical barriers, deeper concerns arise around the social, ethical, and technical sustainability of AI-driven software. As AI becomes more pervasive, the need for transparency, fairness, and accountability grows more urgent. For example, businesses must not only ensure that their AI models perform well but also that they align with societal norms, regulatory frameworks, and ethical standards. MLOps systems must provide explainability by design, ensuring that decisions made by AI models are traceable, interpretable, and justifiable and/or legally grounded [40]. Equally important is ensuring fairness, with ML models being free of biases that could lead to discriminatory outcomes, as well as accountability, where responsibility for AI behavior and decisions is properly assigned across the software supply chain.
In this paper, we propose a vision for addressing these multifaceted challenges in MLOps adoption. We outline a research agenda that explores (a) new methods for embedding explainability, fairness, and accountability into MLOps pipelines, (b) reducing technical debt in ML operations, and (c) enhancing human-centric collaboration. Furthermore, we advocate for more sustainable MLOps practices, which not only optimize performance but also minimize environmental impact, ensure long-term scalability, and support responsible AI development.
To support this vision, we present a case study study that demonstrates the use of the RADON tool-chain [9] to address specific MLOps challenges. The case study highlights how RADON enables the automation of data pipelines, improves efficiency, and ensures consistency in scalable machine learning workflows. This practical example serves to validate the feasibility of the proposed methods, offering a tangible pathway for overcoming barriers in MLOps adoption.
The general research approach we address harnesses comparative case studies and user-study research, through which we seek to uncover best practices for overcoming MLOps adoption challenges and accelerating the industrialization of AI stemming from realistic cases and the people and practitioners around them. By addressing these issues, the discipline shall aim to foster more reliable, ethical, and sustainable AI systems that can meet the needs of businesses and society alike.[image: Line chart titled "XLOps Interest Over Time" showing fluctuations in interest from January 2022 to July 2023. The x-axis represents time, while the y-axis indicates interest level. The line shows a generally stable trend with minor variations throughout the period.]
Fig. 1.Google Trends for’MLOps’ in the past 12 months.



The rest of this paper is structured as follows. Section 2 addresses related work. Section 3.1 outlines and details a conceptual model of the research context and the challenges we identify therein. Section 4 includes a case study using the RADON tool-chain to address these challenges, demonstrating its application and potential impact. In Sect. 5 we present our results by proposing a research road-map and by analyzing the outcome of the case study. In Sect. 6 we discuss our results, and in Sect. 7 we conclude.

2 Related Work
In this section, we provide an overview of research related to this study. In literature, several studies describe MLOps frameworks and challenges, spanning from organizational to technical factors. However, practices and tools to overcome this issues remain fragmented. MLOps remains a relevant topic, as depicted by Fig 1, which highlights the search for MLOps in the past year with Google Trends1.
MLOps Frameworks and Adoption Challenges.
Several studies have sought to define MLOps as a set of practices for integrating ML models into production environments. Kreuzberger et al. [22] provide a comprehensive overview of MLOps, emphasizing its technical elements, including data management, model training pipelines, and service orchestration. However, these frameworks often fall short when addressing the organizational and human-centric challenges that arise in industrial settings. Research by Kolar Narayanappa et al. [29] reveals that up to 90% of ML models never reach production, citing critical barriers such as skill gaps, organizational resistance, and inefficient processes as major inhibitors of MLOps adoption.

Human and Organizational Factors in MLOps.
Organizational issues such as the lack of skilled human resources and resistance to change have been high-lighted by several works. Mishra et al. [24] emphasize that DevOps teams can provide firms with competitive advantages by aligning business and technological capabilities, but note that similar alignment in MLOps environments is still underdeveloped. The integration of business stakeholders with data scientists and engineers remains a significant hurdle. Numerous studies, including those by Testi et al. [41], underscore the importance of collaboration across teams, recommending new tools and frameworks to foster better communication and coordination. Yet, the human-centric dimension of MLOps remains underexplored, leaving room for research into how organizational culture and workflows can evolve to accommodate the growing demands of AI.

Explainability, Fairness, and Accountability in AI.
As AI becomes embedded in more aspects of business operations, concerns surrounding the ethical implications of AI have gained attention. Tamburri [40] outlines the risks of AI systems becoming unsustainable from a social and organizational perspective if issues of explainability, fairness, and accountability are not adequately addressed. Furthermore, Widder et al. [43] argue for a "located accountability" approach, recognizing that accountability must be shared across the entire AI supply chain—from model designers to business operators. Research on fairness in AI, such as the work of Barocas et al. [2], investigates the potential for bias in machine learning models and emphasizes the need for fairness by design in AI systems. However, operationalizing these ethical principles within MLOps frameworks remains a largely unexplored area of research.

Sustainability and Technical Debt in MLOps.
Another critical aspect of MLOps is ensuring the sustainability of AI systems, both from a technical and environmental perspective. Technical debt, the accumulated cost of managing and evolving complex systems, poses a significant risk to long-term MLOps adoption. Shankar et al. [35] discuss the specific technical debt challenges associated with ML systems, such as pipeline complexity, dependency management, and continuous iteration. The environmental impact of AI has also been studied, with Strubell et al. [38] noting the significant energy consumption of large-scale ML models, calling for more sustainable practices in AI development. However, sustainable MLOps practices that address both technical debt and environmental concerns are still in their infancy.

Tooling.
The 2019 study by Sandobalin et al [33] is strictly related to our work as, even if it does not tackle RADON or similar methodologies, it gave us a model to follow to conduct our experiments.
RADON is presented in [10]: the main objectives and early results are presented. Yussupov et al. [44, 45] extend TOSCA specifications to support the modeling and deployment of function orchestrators in a serverless environment, by using two tools that compose the RADON tool-chain, namely Eclipse Winery and xOpera, in combination with BPMN modeling language. In these study is presented the actual tool-chain and approach we tested in our study: it not the full RADON approach, but a subset of it. A similar approach is presented also in another paper [7] by Calcaterra et al. who worked with Yussupov et al. in other studies. BPMN and TOSCA modeling is also enhanced by the same authors in another study [12] where they introduce the Continuous Testing Tool, which is part of RADON IDE and it is based on their previous works.
A methodology and tool-chain similar to RADON is presented by Di Nitto et al. [30], where the SODALITE2 environment is presented. SODALITE provides a set of tools to address issues related to complex task configuration, deployment and operations, enabling faster development of IaC.
We finally mention other two studies by Sokolowski et al. [36, 37] that, even if do not directly related to case studies around the RADON tool-chain, they investigate the automation of serverless deployments in MLOps teams.

Positioning of This Work.
This paper builds on these foundational works, seeking to contribute new insights into the challenges of MLOps adoption, particularly in the areas of explainability, fairness, accountability, and sustainability. By conducting a detailed case study of a global high-tech firm, we aim to bridge the gap between theory and practice, providing actionable strategies for overcoming the complexities of MLOps in industrial environments.


3 Methodology
3.1 MLOps for BI: Theoretical Formulation and Conceptual Landscape
Figure 2 visualizes the complex landscape of MLOps adoption and the dynamic interactions between the different challenge areas. Each part offers potential research directions and practical implications. The framework for understanding the adoption of MLOps in industrial settings begins with the research context [16]. At its core, this context focuses on how enterprises can effectively operationalize machine learning models at scale, navigating through various interrelated challenges. For instance, large tech companies frequently encounter difficulties when managing the deployment of machine learning models across globally dispersed teams, highlighting the importance of overcoming these barriers, e.g., communication [42].
A critical component of this landscape is organizational challenges, which include issues such as the lack of skilled personnel, communication gaps, and resistance to change. These challenges slow down MLOps adoption, as demonstrated when an organization, despite its desire to implement MLOps, finds itself hampered by a shortage of employees skilled in cloud-based machine learning operations. Moreover, collaboration issues between different departments—such as IT and business teams—further complicate matters. For example, disagreements over strategy or implementation details can significantly delay deployment, making it evident that improved interdepartmental communication is crucial [18].[image: Flow chart illustrating the research context of MLOps adoption in industrial settings. The main goal is enhancing MLOps adoption through human-centric and sustainable approaches. Key components include organizational, technical, operational, and business challenges, each with subcategories. Ethical considerations such as sustainability, accountability, fairness, and explainability are highlighted. Arrows indicate relationships and dependencies between elements.]
Fig. 2.MLOps challenges landscape.



Beyond organizational hurdles, technical challenges also play a significant role in MLOps adoption. These challenges often revolve around managing infrastructure and data, selecting the right tools, and ensuring compatibility with existing frameworks. For instance, a company might struggle to integrate machine learning models with its legacy IT systems, impeding smooth operations. The absence of unified standards across MLOps tools further exacerbates this issue, leaving teams to contend with compatibility challenges across different machine learning libraries like TensorFlow and PyTorch. Selecting the appropriate tools for managing and deploying machine learning models also becomes a significant hurdle, particularly when balancing proprietary and open-source solutions [40].
Moving from technical to operational challenges, companies often encounter issues related to pipeline management and implementation trade-offs. Efficiently managing the machine learning pipeline—from data collection and model training to deployment—is a significant task. For instance, frequent changes in data input can break existing machine learning pipelines, requiring constant manual intervention, which in turn delays production. Moreover, companies are often faced with trade-offs between model accuracy and deployment speed. A typical scenario might involve an organization opting for a less accurate model simply because it can be deployed faster, reflecting a common operational trade-off in MLOps environments [19].
On the business side, business challenges include demonstrating the value of MLOps investments and managing costs. Despite the promise of AI, many companies struggle to justify the high costs of maintaining and scaling MLOps infrastructure. For example, a business may invest heavily in cloud infrastructure to support model training, only to face budget cuts when the return on investment (ROI) isn’t immediately clear. In such cases, proving the business value of AI initiatives becomes essential for securing continued investment in MLOps infrastructure.
A key element interwoven with all these challenges is ethical considerations, which encompass issues like explainability, fairness, accountability, and sustainability. These principles are increasingly crucial as AI systems become more pervasive in business operations. For instance, a healthcare AI system that makes decisions impacting patient care must be explainable, so doctors and patients can understand why certain decisions were made. Similarly, fairness is essential to prevent AI models from producing biased outcomes. This is especially important in high-stakes domains like criminal justice, where a biased AI system could unfairly target certain demographics.
Accountability is another ethical concern, as businesses need to clearly define who is responsible for AI-driven decisions, particularly when they lead to regulatory violations or adverse outcomes. Lastly, sustainability has become a major issue, as the continuous training of large AI models consumes significant energy. Businesses must balance the performance of their AI systems with their environmental impact, ensuring that their operations remain sustainable in the long term.
The relationships between these challenges and ethical considerations are dynamic. Ethical principles such as explainability, fairness, and accountability directly influence organizational practices, technical choices, operational processes, and business decisions. For example, ethical considerations may require the introduction of fairness checks into machine learning pipelines, complicating technical processes and adding complexity to operational management. Moreover, businesses may need to invest additional resources in compliance measures to ensure their AI systems are ethical and transparent, impacting both operational efficiency and cost.
The goal of the research context is to enhance MLOps adoption by addressing these intertwined challenges through human-centric and sustainable approaches. A successful strategy might involve creating more inclusive tools that empower non-technical business leaders to participate in AI model evaluation, ensuring that these leaders understand and trust the decisions made by AI systems. This human-centric approach, coupled with a focus on sustainable practices, can drive broader and more ethical adoption of MLOps, ultimately enabling businesses to harness the full potential of AI systems while minimizing risks and ensuring long-term sustainability.
By resolving organizational, technical, operational, and business challenges
—while simultaneously embedding ethical considerations into MLOps practices— companies can significantly improve their ability to adopt and scale AI systems in production. This holistic approach promises to create a robust and trustworthy MLOps environment, leading to more efficient AI operations, greater business value, and stronger alignment with regulatory and societal expectations.


4 An Industrial Case Study: The RADON Methodology
In this section, we present a case study [13] conducted within a semiconductor company to evaluate the real-world impact of MLOps adoption.
The semiconductor industry, characterized by its heavy reliance on datadriven processes [3], has increasingly adopted MLOps practices to enhance operational efficiency and data utilization. In such environments, data pipelines are integral to predictive maintenance, process optimization, and real-time decision-making. However, these pipelines face challenges, including scalability, efficiency, and maintaining consistency across complex workflows.
By implementing the RADON methodology [9], we assess whether MLOps practices can effectively address the organizational, technical, operational, and business challenges previously identified. This study provides an empirical perspective on how MLOps influences workflow automation, deployment efficiency, and overall business value in a high-tech industrial setting. Through this case, we examine the practical benefits and limitations of MLOps, offering insights into its feasibility, scalability, and potential for broader adoption in complex enterprise environments. The case study was guided by the following research question:What is the most effective and practical methodology for designing, deploying, and managing function orchestrators in an MLOps environment?



The case study investigates the comparative advantages and limitations of innovative approaches, such as the RADON tool-chain, against traditional methods, aiming to determine the optimal strategy for managing function orchestrators in real-world scenarios [7].
4.1 Challenges in Semiconductor MLOps Environments
In MLOps environments, data pipelines are essential for maintaining a continuous flow of high-quality data that supports machine learning models. These pipelines handle complex tasks, such as ingesting, transforming, and storing vast amounts of heterogeneous data in near real-time, while ensuring the data is clean and reliable for accurate predictions and decision-making. However, the semiconductor company faced significant challenges in this process [5, 6]. Much time and effort were required for scripting and configuring serverless functions due to a lack of standardized practices, leading to inefficiencies. Workflow management was hindered by inconsistencies across teams and tools, exacerbated by the dynamic demands of the MLOps environment. Scaling the pipelines to meet growing data volumes and complexity proved challenging, and the reliance on diverse, often incompatible tools further complicated the integration and smooth operation of workflows.

4.2 RADON
The RADON methodology was implemented to address critical challenges in the semiconductor company’s MLOps environment by providing a robust framework that integrates standardization, automation, and scalability. Its foundation lies in the TOSCA (Topology and Orchestration Specification for Cloud Applications) [26] standard, which ensures consistent and reproducible workflow design and deployment. By leveraging TOSCA templates, RADON reduces errors and establishes a repeatable process for deploying serverless functions. Furthermore, the integration of BPMN (Business Process Model and Notation) enables intuitive, visual workflow modeling, improving collaboration among MLOps teams. RADON’s automated tools streamline operations to enhance efficiency and reliability. Eclipse Winery, part of its tool-chain, supports the design of TOSCA-compliant cloud application topologies, while xOpera automates the deployment of predefined plans, seamlessly integrating with MLOps workflows. These tools reduce manual effort, improve precision, and ensure workflows are adaptable to evolving requirements. Additionally, RADON’s capability for scalable function orchestration enables dynamic deployment, allowing data pipelines to handle increasing data volumes and complexity without loss of performance [44] (Fig. 3).[image: Flow chart illustrating a five-step process for workflow deployment. Step 1: "Create Generic Workflow Model" using BPMN. Step 2: "Generate Target Workflow Model" with file types ASL, JS, PY. Step 3: "Model Application Deployment" using TOSCA. Step 4: "Attach Target Workflow & Export CSAR." Step 5: "Execute Deployment" with CSAR. Tools used include BPMN4FO, Eclipse Winery, and xOpera.]
Fig. 3.Tool-chain for modeling and deployment of function orchestrations [45].


[image: Table illustrating challenges associated with RADON tools across four categories: Organizational, Technical, Operational, and Business. Rows list RADON tools such as Development Pipeline, Verification and Defect Prediction, Continuous Testing Tool, CI/CD Workflow, Deployment Tool (kOpera), Decomposition Workflow, and Monitoring Tool. Columns detail specific challenges like Human Resources, Collaboration, User Engagement, Slow Process, Infrastructure, Standards, Technical Tools, Pipeline Management, Implementation Trade-offs, Business Value, and Cost Constraints. An "X" marks the presence of a challenge for a specific tool.]
Fig. 4.MLOps challenges covered by the RADON tool-chain.



Figure 4 describes which challenges are covered by the whole RADON methodology. This table has been derived according to the official RADON documentation, which has been mapped to the challenges described by the previous section. As we can observe, RADON tools cover most of the challenges, except for the ethical considerations, as they are out of the scope of this tool-chain.

4.3 Case Study: Methodology
The case study was designed to evaluate the capabilities of the RADON methodology within an MLOps environment, focusing on automating data ingestion pipelines critical to the training and monitoring of machine learning models.
By implementing RADON, the study aimed to assess its effectiveness in addressing common challenges such as inefficiency, lack of standardization, and scalability constraints. A key aspect of this evaluation involved comparing the RADON methodology to the company’s existing baseline approach. The comparison sought to identify tangible improvements in workflow efficiency, reliability, and scalability, providing a clearer understanding of RADON’s potential in enhancing MLOps practices. We split the main research question in four subquestions:	RQ1: Which is the most eflective approach to design and deploy function orchestrators? This question evaluates whether modern methodologies like RADON outperform traditional approaches in efficiency, scalability, and reliability, focusing on their ability to meet operational demands in MLOps.

	RQ2: Which is the perceived easiest approach? This question explores the perceived ease of use of RADON compared to traditional methods, considering user familiarity, documentation, and overall accessibility.

	RQ3: Which approach is more useful? This question examines the usefulness of RADON and traditional approaches in solving challenges like platform migration and infrastructure reuse in diverse scenarios.

	RQ4: Which tool is intended to be used? This question investigates the adoption intentions for RADON versus traditional approaches, considering onboarding ease, community support, and tool maturity.





The case study employed the Method Evaluation Model (MEM) [25], a theoretical framework derived from the Technology Acceptance Model (TAM) [11], to assess the effectiveness of the RADON methodology in comparison to the company’s baseline approach. MEM provided a structured approach for evaluating both the practical adoption and actual efficacy of the methodology through six key constructs, depicted in Fig. 5:	1.
Actual Efficiency: This dimension measured the effort required to apply the RADON methodology relative to the outcomes it achieved. By focusing on the reduction of manual tasks and error rates, the study assessed whether RADON streamlined workflows more effectively than the baseline.

 

	2.
Actual Effectiveness: The degree to which RADON met its intended objectives was evaluated. This included its impact on workflow automation, data quality, and pipeline scalability.

 

	3.
Perceived Ease of Use: To capture user experience, the study examined how intuitive and straightforward the RADON tools were for practitioners. Both novice and experienced team members were surveyed to understand their level of comfort with the new methodology.

 

	4.
Perceived Usefulness: This construct assessed whether users believed RADON effectively addressed the challenges faced in the MLOps environment, such as inefficiency, scalability constraints, and lack of standardization.

 

	5.
Intention to Use: The likelihood of future adoption was measured by gauging participants’ willingness to continue using RADON after the case study phase.

 

	6.
Actual Usage: Observations of how the RADON methodology was deployed and utilized in practice provided insights into its real-world application.

 




[image: Flow chart illustrating the relationship between performance, perceptions, intentions, and behavior. It starts with "Actual Efficiency" and "Actual Effectiveness" under performance, leading to "Perceived Ease of Use" and "Perceived Usefulness" under perceptions. These influence "Intention to Use" under intentions, which leads to "Actual Usage" under behavior. The chart is divided into sections labeled: Actual Efficacy, Perceived Efficacy, and External Behavior. Arrows indicate the flow of influence between elements.]
Fig. 5.Method Evaluation Model.


Table 1.List of dependent variables.

	Name
	Measure
	Scale

	Effectiveness (EFCT)
	Number of Requirements Satisfied Total Number of Requirements
	Ratio

	Efficiency (EFFC)
	Effectiveness Time
	Ratio

	Perceived Ease of Use (PEOU)
	5-point Likert Scale
	Ordinal

	Perceived Usefulness (PU)
	5-point Likert Scale
	Ordinal

	Intention to Use (ITU)
	5-point Likert Scale
	Ordinal





By combining these dimensions, MEM allowed the study to evaluate not only the technical performance of RADON but also its practical applicability and acceptance within the team. Data collection included both quantitative metrics, such as deployment times and error rates, and qualitative feedback from participants. This dual approach ensured a comprehensive understanding of RADON’s impact on the company’s MLOps processes. The MEM framework also facilitated a direct comparison with the baseline approach, highlighting RADON’s advantages and areas for improvement.
Table 1 summaries the dependent variables used during our experiments, based on the MEM model, and the metrics employed to measure them.[image: Flow chart depicting a three-week experimental design. Week 1 features "Experiment 1 (EXP1)" with a low complexity design. Week 2 shows "Experiment 3 (EXP3)" with medium complexity. Week 3 repeats "Experiment 3 (EXP3)" with high complexity. An overview section lists the factor as "design and deployment method," treatments as "Baseline and RADON," and variables including Effectiveness, Efficiency, Perceived Ease of Use, Actual Effectiveness, Perceived Usefulness, Intention to Use, and Actual Usage.]
Fig. 6.Sequence of experiments with factor, treatments and variables involved.



Experimental Design.
We followed the approach adopted by Santos et al. [34]. The experimental setup involved a detailed analysis of two distinct approaches to managing data ingestion pipelines: the existing baseline methodology and the RADON-based solution. The baseline approach relied heavily on manually scripted processes, which were prone to frequent errors and inefficiencies due to the absence of a standardized framework. This manual methodology not only required significant effort but also posed challenges in maintaining consistency across workflows. Figure 6 provides and overview of the experiments we conducted. In contrast, the RADON approach introduced the use of TOSCA-based templates and automated deployment plans. By leveraging these standardized tools, RADON sought to streamline the deployment process, reducing the need for manual intervention and minimizing the risk of errors. The experiments were structured to assess the impact of RADON across several critical dimensions. First, the focus was placed on workflow automation, where the goal was to eliminate unnecessary manual steps in data ingestion and transformation processes. Second, the integration of data pipelines with machine learning models was closely monitored to ensure the delivery of high-quality data that could effectively support downstream ML workflows. Lastly, the scalability of the system was tested to determine its capacity to handle increasing data volumes while requiring minimal configuration changes.
The experiments evaluated the RADON methodology across three levels of complexity—low, medium, and high—to test its scalability and adaptability under varying operational demands. These levels have been derived during iterative design session with experts within the organization’s team. At the low complexity level, the focus was on basic ETL job execution with simple concurrency checks and error handling, assessing fundamental reliability. The medium complexity level added requirements such as IP space checks, a retry mechanism for snapshot jobs, and prioritization of tasks, introducing intermediate orchestration challenges. For high complexity, the system required dynamic scheduling, where the job orchestrator read real-time conditions from a schedule table, significantly increasing operational demands. The complexity was quantified by counting the steps and branches in each orchestration model, providing a robust comparison of how RADON and the baseline approach scaled with increasing requirements. The experiments have been conducted by the authors of this study, with the support of trained practitioners, i.e., the other eight team members, who have experience that spans from a minimum of two year to several decades in the field.
The participants where crucial to measure the variables we previously defined.


4.4 Null Hypotheses
For each of the three experiments, the same Null Hypotheses hold. The Null Hypotheses have been directly derived from the dependent variables. The Null Hypotheses of our experiments are:	H10: EFCT (RADON) = EFCT (Baseline);

	H20: EFFC (RADON) = EFFC (Baseline);

	H30: PEOU (RADON) = PEOU (Baseline);

	H50: PU (RADON) = PU (Baseline);

	H60: ITU (RADON) = ITU (Baseline);

	H70: AU (RADON) = AU (Baseline);






4.5 Implementation
The implementation phase involved applying RADON to existing data pipelines that aggregated and processed diverse datasets required for machine learning model training and prediction tasks. The project began with the use of Eclipse Winery3, a TOSCA-compliant tool, to design pipeline workflows as reusable templates. These templates provided a standardized structure that allowed for consistency and repeatability across multiple deployments. Once the workflows were designed, the deployment process was automated using xOpera, a deployment engine capable of executing the predefined plans created in Eclipse Winery. This automation not only reduced the time required for deployment but also integrated seamlessly with the company’s existing MLOps infrastructure. The implementation process ensured that the pipelines were capable of delivering high-quality data efficiently and could scale dynamically to meet increasing demands. By combining the capabilities of Eclipse Winery and xOpera4, the case study demonstrated the practical benefits of RADON in overcoming traditional limitations and advancing the efficiency of MLOps pipelines.


5 Results
In the context of business intelligence (BI), MLOps holds immense potential for transforming how companies leverage data-driven insights to make strategic decisions. Business intelligence refers to the process of collecting, analyzing, and presenting data to help businesses make informed decisions. Traditionally, BI relies on structured data and dashboards to generate insights. However, with the advent of machine learning and AI, organizations are increasingly moving beyond static reports and toward predictive and prescriptive analytics that can offer dynamic, actionable insights.
The case study results demonstrate how MLOps methodologies, such as the RADON tool-chain, can address several of these challenges in BI. For example, RADON’s ability to automate data ingestion, model training, and deployment processes showcased significant improvements in pipeline efficiency, scalability, and consistency—key requirements for BI systems handling large, diverse datasets. Additionally, the experiments highlighted the role of structured frameworks in ensuring data quality and enabling the reuse of infrastructure components, which are crucial for managing the massive and heterogeneous datasets typical in BI environments.
By automating complex processes and fostering collaboration, the conceptual model combined with the findings from the case study experiments creates an environment where machine learning can significantly enhance BI systems. These enhancements enable businesses to deliver predictive and prescriptive analytics that surpass traditional BI, driving clear ROI and supporting more agile, datadriven decision-making.
5.1 Results from the Theoretical Formulation and Conceptual Landscape
The conceptual model of MLOps adoption addresses many of the challenges that businesses encounter when integrating AI-driven business intelligence systems into their operations. The organizational challenges—such as skill gaps and collaboration issues—are particularly significant in the BI space. Business intelligence teams, data scientists, and IT departments must work together to build models that provide value. For example, teams often struggle to interpret machine learning outputs and translate them into business insights, exacerbating the skillset issue. Organizational resistance to AI also plays a role, as some departments may prefer traditional BI methods over AI-driven insights.
From a technical perspective, integrating MLOps with BI systems requires seamless infrastructure and data management. The RADON case study revealed how dynamic orchestration of serverless functions can adapt to changing data sources and workloads, ensuring up-to-date insights and quick responses to market conditions. This capability directly supports BI’s need for real-time insights to avoid missed opportunities or outdated recommendations. Additionally, explainability becomes critical in BI, as business leaders need to trust and understand the outputs of machine learning models, which directly influence decision-making. Ensuring fairness and avoiding bias in models that drive key decisions is essential, especially in areas such as customer analytics and sales forecasting, where biased data could lead to unfair business strategies.Table 2.Experiments results. Values represent the average over the experiments; values are dimensionless, except for duration which unit is hours, and values are derived by the data collected during our experiments, with the variables described in 1

	Variable
	RADON
	BASELINE

	Effectiveness
	1
	1

	Efficiency
	0.077
	0.69

	Duration
	15.33h
	14.66h

	Perceived Ease of Use
	2.66
	3.66

	Perceived Usefulness
	4.33
	4

	Intention to Use
	2.67
	4.33





In terms of operational challenges, MLOps adoption in BI systems needs to focus on automating data ingestion, model training, and deployment processes to ensure the pipeline can respond quickly to changing market conditions. Business intelligence depends on up-to-date insights, and delays in deploying models or retraining them can lead to missed opportunities or outdated recommendations. Finally, the business challenges in MLOps for BI revolve around proving the value of machine learning investments. It is essential to demonstrate that AI models offer predictive and prescriptive analytics that go beyond traditional BI, delivering clear ROI.

5.2 Results from the Case Study
The results of the case study evaluation, summarised in Table 2, provided a clear comparison between the RADON methodology and the baseline approach. While both methods demonstrated similar effectiveness in meeting the defined requirements, RADON showed a notable improvement in efficiency, with significantly reduced manual effort and errors during deployment. However, the perceived ease of use was slightly lower for RADON due to the learning curve associated with adopting new tools and methodologies. Despite this, participants rated RADON higher in perceived usefulness, reflecting its ability to address key challenges in workflow automation and scalability. Intention to use RADON was moderate, indicating that while its benefits were recognized, further refinement and integration support would be needed for broader adoption. These findings highlight RADON’s potential as a transformative solution in MLOps environments, albeit with some areas for improvement.
Considering our initial Hypotheses, we found that:	H11: EFCT (RADON) = EFCT (Baseline);

	H21: EFFC (RADON) > EFFC (Baseline);

	H31: PEOU (RADON) < PEOU (Baseline);

	H41: PU (RADON) > PU (Baseline);

	H51: ITU (RADON) < ITU (Baseline);




[image: Flow chart depicting challenges in two categories: "Challenges Addressed Successfully" and "Open Challenges." The first category includes "Implementation Tradeoffs," "Standardized Frameworks," "Technical Tools," "Infrastructure and Data Management," "Slow Processes," and "Pipeline Management." The second category lists "User Engagement & Resistance," "Business Value," "Cost and Budget Constraints," "Collaboration & Communication," and "Human Resources and Skillset." The chart visually separates resolved and ongoing challenges.]
Fig. 7.Summary of the challenges addressed by our study, and the challenges still open.



In particular, for the Effectiveness variable we can say that, although reached in different ways, all the objectives and requirements were satisfied in both cases. For what concerns the Efficiency, which is measured as effectiveness over time, given the same level of Effectiveness reached in both methods, time was higher for the Baseline approach and the two-step process necessary to deploy the IaC, while RADON provides a seamless tool-chain which improves the delivery times. However, this does not mean that the Perceived Ease of Use is lower for RADON but, as opposite, it is lower for the Baseline approach. The Perceived Usefulness is higher for RADON since the benefits have been recognized to be important. Nonetheless, the Intention to Use is still lower for RADON since it is unclear how it will be improved in the future and to what extent will be supported by the community.
Figure 7 highlights which challenges has been addressed by our study. Considering Fig. 4, where we describe the challenges claimed to be addressed by the RADON tool-chain, Fig. 7 is built considering our experimental results. This shows how, even if, in theory, the tools should address many aspects of MLOps implementation, in practice the resistance from practitioners and the limited adoption of such methodology does not allow to state that the whole set of challenges has been solved, leaving open questions for research.
We can now provide an answer to each research question.
RQ1: Which is the most eflective approach to design and deploy function orchestrators? The RADON tool-chain proved to be the most effective approach for designing and deploying function orchestrators. It enhanced efficiency, reduced dependency on specific services, and improved communication of complex projects, even for non-technical stakeholders.
RQ2: Which is the perceived easiest approach? The baseline approach was perceived as easier to use due to its familiarity and comprehensive documentation from cloud platform vendors. In contrast, RADON faced challenges with low maturity, limited documentation, and minimal community support, making it less intuitive for users.
RQ3: Which approach is more useful? RADON was considered more useful in environments requiring frequent platform migration or infrastructure reuse. Its structured design stages and blueprint reuse capabilities offered significant advantages in these contexts, surpassing the utility of traditional approaches.
RQ4: Which tool is intended to be used? Despite its benefits, the intention to use RADON was low. Challenges such as insufficient documentation, lack of debugging interfaces, and high initial adoption effort deterred participants from choosing RADON over the baseline approach for immediate implementation.


6 Discussion
The exploration of MLOps for business intelligence (BI) uncovers critical research directions that can significantly influence how machine learning systems are integrated into business decision-making processes. In this chapter we discuss our results, by first focusing on MLOps challenges and practices and then by proposing a research road-map.
6.1 On MLOps Challenges and Practices
MLOps adoption in Business Intelligence (BI) requires a balance between collaboration, scalability, and ethical responsibility. Effective implementation depends on strong alignment between data scientists, IT teams, and business stakeholders, ensuring smooth integration and reducing resistance to AI-based decision-making [28]. Research should focus on bridging communication gaps and embedding ethical principles—such as explainability, fairness, and accountability—directly into MLOps pipelines to foster trust and regulatory compliance. Scalability and sustainability are essential for maintaining efficient and cost-effective MLOps in dynamic BI environments. Optimizing pipelines, automating processes, and managing technical debt will be crucial as data volumes and operational complexity grow. Businesses that successfully integrate MLOps can achieve faster insights, improved decision-making, and a competitive edge while ensuring responsible AI use [32].
From an industrial perspective, organizations must break down silos to encourage collaboration, develop scalable yet sustainable infrastructures, and measure MLOps’ impact on business value [8]. Demonstrating clear ROI—such as more accurate forecasts and better analytics—will be key to securing long-term adoption. The case study evaluation demonstrated the benefits of adopting MLOps principles, by significantly improving efficiency, reducing manual effort and deployment errors.
Detecting such smells, enables mitigation. Many studies already investigated such smells, proposing several methods to overcome them. However, methods are not sufficient. This is because, depending on how they are implemented, successful outcomes might differ. For this reason, we highlight the importance of developing tools since, without automation, it is not possible to manage properly [21]. For this reason tools such as RADON, even if they do not improve over all the challenges we highlighted, are a step forward towards a standardized way to approach and solve them [4, 20].
From a societal standpoint, fairness, transparency, and sustainability must be at the core of AI-driven BI. MLOps practices should mitigate bias, ensure explainability for non-expert users, and optimize resource usage to minimize environmental impact. Prioritizing these factors will build public trust in AI, support equitable outcomes, and drive long-term sustainability, benefiting businesses and society alike [1].

6.2 A Research Roadmap for MLOps in Business Intelligence
In this section, we present a Research Roadmap for MLOps in Business Intelligence, structured around five key research questions. The questions emerged as part of a Delphi—following a protocol similar to Eldridge et al. [14]—study in industry thus structured: (1) long-term strategic objectives drawn from the internal Issue-Tracking systems of two top-tier tech organizations were elicited manually and scrubbed for content; (b) the manual validation of the extracted text was subjected to the attention of two senior business intelligence analysts from the same companies, one per company; (c) a delphi-like focus-group session of 2+ hours was used to converge towards the questions reported in this section. The questions and challenges reported in this section emerged from the exercise recaped before. The resulting roadmap is designed to address most critical challenges and opportunities in integrating MLOps within BI systems [1, 23, 27], and it is derived by the previous results in their respective BI systems within the organizations target of this study. These research questions also align with the results of our case study, as the open challenges are strictly related to the human factors within the MLOps stages and to the business value driven development of such applications.
The proposed framework aims to guide future research and practical implementations in this domain.
Research Question 1: How can MLOps frameworks be adapted to address the unique organizational challenges in business intelligence? The objective of this research question is to explore how MLOps can be tailored to facilitate better collaboration between business intelligence teams, data scientists, and IT departments, focusing on overcoming organizational resistance and skill gaps. This can be done according to the following research methods:	Qualitative Case Studies: Conduct in-depth case studies of organizations that have successfully integrated MLOps into their BI systems, focusing on their approaches to fostering collaboration and skill-building.

	Interviews and Surveys: Collect insights from business intelligence stakeholders, data scientists, and IT teams to identify pain points and successful strategies in organizational alignment.





Research Question 2: How can MLOps pipelines be optimized to ensure explainability, fairness, and accountability in AI-driven business intelligence systems? The idea is to develop methods for ensuring that machine learning models used in BI are explainable, free of bias, and accountable for decision-making processes. This can be achieve with the following research methods:	Experimental Design: Set up controlled experiments comparing different model development frameworks to assess their effectiveness in promoting explainability and fairness within BI systems.

	Algorithmic Development: Create new techniques or frameworks for embedding explainability by design in MLOps pipelines, focusing on models that are used for decision support in business intelligence.





Research Question 3: What operational strategies can improve the scalability and sustainability of MLOps pipelines in dynamic business intelligence environments? We suggest to investigate ways to automate and scale MLOps pipelines to handle the real-time demands of business intelligence, while also ensuring sustainability in terms of technical debt and environmental impact. The recommended research methods are:	Simulation Studies: Simulate different pipeline configurations to assess their scalability and sustainability, considering the impact of frequent data changes and real-time requirements in business intelligence.

	Action Research: Work closely with a business intelligence team to iteratively refine MLOps processes, observing how automated pipelines respond to evolving data and organizational demands.





Research Question 4: How can MLOps demonstrate clear business value in the context of business intelligence? The goal is to identify the metrics and frame-works that can help organizations evaluate the return on investment (ROI) of MLOps for business intelligence, by adopting the following research methods:	Economic Analysis: Perform cost-benefit analyses to quantify the value added by MLOps in BI systems, looking at specific use cases such as customer segmentation, sales forecasting, and operational optimization.

	Comparative Studies: Compare traditional BI systems with AI-augmented BI systems to measure differences in performance, accuracy, and decision-making speed.





Research Question 5: How can MLOps promote ethical AI practices in business intelligence to mitigate bias and ensure sustainability? We recommend to explore the ethical dimensions of AI in business intelligence, focusing on how MLOps can ensure fairness, transparency, and sustainability in decision-making models. Suggested research methods:	Ethical Audits: Conduct audits of existing BI models to identify bias and other ethical concerns, using these insights to propose improvements to the MLOps pipeline.

	Sustainability Modeling: Model the environmental impact of different MLOps strategies and propose energy-efficient approaches to maintaining AI-driven BI systems.







7 Conclusion
The research presented in this paper contributes to the growing field of MLOps in Business Intelligence by identifying key challenges and proposing structured solutions for improving AI-driven decision-making processes. Through the conceptual model and proof-of-concept evaluation, we demonstrated how MLOps frameworks, particularly the RADON methodology, can enhance the efficiency, scalability, and sustainability of machine learning operations in BI environments. The comparative analysis between RADON and a baseline approach highlighted RADON’s advantages in reducing deployment effort and errors while maintaining effectiveness. However, challenges related to usability, documentation, and adoption barriers underscore the need for further refinement before such methodologies can achieve widespread industrial implementation.
Beyond the technical findings, this study emphasized the importance of organizational collaboration in successful MLOps adoption. Ensuring alignment between data scientists, IT teams, and business stakeholders is critical to overcoming resistance and operational inefficiencies. Additionally, ethical considerations such as explainability, fairness, and accountability must be embedded into MLOps pipelines to foster trust and compliance with evolving regulatory standards. These dimensions remain essential for businesses seeking to integrate machine learning into their BI workflows while maintaining transparency and ethical responsibility.
The insights from this research pave the way for future investigations into optimizing MLOps pipelines for large-scale business environments. Further work is needed to refine automation strategies, improve model interpretability, and establish industry-wide benchmarks for evaluating the business impact of MLOps adoption. Additionally, advancing methodologies to mitigate bias and ensure sustainability will be crucial for building responsible AI systems. By addressing these challenges, future research can support the broader goal of creating scalable, efficient, and ethical MLOps practices that empower organizations to make more data-driven and informed business decisions.
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Abstract
The Dutch healthcare system faces significant challenges, including rising costs, administrative inefficiencies, and increasing pressure on the workforce. The European Health Data Space (EHDS) offers a promising solution to support data sharing for research and innovation while preserving data privacy and sovereignty. This paper outlines a technical and organizational framework for implementing privacy-preserving data sharing in cancer research. The proposed infrastructure leverages a combination of federated learning, multi-party computation, and FAIR Data Points to enable decentralized analysis of real-world health data. Key challenges, such as balancing data utility and privacy, are addressed through governance structures, including data permit management, certification processes, and rigorous identity management. The approach also considers the difficulties in sharing high-dimensional data while maintaining both privacy and usability. By integrating standardization efforts, privacy-enhancing technologies, and robust governance models, the framework aligns with the EHDS vision for a secure, interoperable, and patient-centric data ecosystem. This paper thus contributes to advancing cancer research through responsible secondary use of health data, fostering trust among stakeholders, and enabling the development of innovative healthcare solutions while ensuring compliance with GDPR and other relevant regulations.
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1 Introduction
The healthcare landscape in the Netherlands, constituting roughly 11% of the Gross Domestic Product (GDP) and providing employment to 16% of the national workforce, is grappling with a multifaceted set of challenges. These challenges encompass administrative inefficiencies, concerns regarding staff retention, disparities in health outcomes, and the inadequate exchange of electronic data. Particularly noteworthy is the “Integraal Zorgakkoord” (IZA) or in English, “Integral Care Agreement”[1] of 2022, which underscores these challenges and warns of a potential scenario by 2040 where an alarming 25% of the workforce could be absorbed by the healthcare sector, especially driven by the aging population —a situation that could strain both the labor market and healthcare affordability. Additionally, the IZA raises concerns about the possibility of healthcare costs skyrocketing threefold by 2060 without appropriate intervention.
Artificial Intelligence (AI), while not a universal remedy, offers promising avenues for addressing these challenges by aligning with the core principles of the IZA. It has the potential to revolutionize healthcare delivery by focusing on patient-centric care, optimizing resource allocation, fostering patient engagement in treatment plans, facilitating timely interventions, prioritizing preventative healthcare measures, and simplifying administrative burdens for healthcare professionals.
However, the effective utilization of AI in healthcare hinges on efficient access to and utilization of patient data. A significant hurdle lies in the sensitivity surrounding patient data and the reluctance to share it for broader research and development initiatives. Urgent action is required to develop innovative solutions that strike a balance between safeguarding patient privacy and leveraging the potential benefits of collaborative healthcare data usage. This strategic shift is in line with the overarching goals outlined in the IZA.
This paper describes a vision and the technical innovation being realised within several privacy preserving projects and the role of service providers and how to source specific services in this complex business environment. In aiming and creating a secure and privacy-preserving environment for the exchange and sharing of health data across organization borders in the Netherlands and EU-wide. To facilitate the sharing of health data.
1.1 Common European Data Space(S)
Common European Data Spaces create secure and interoperable environments for data sharing, ensuring data sovereignty and promoting innovation. This includes domains such as Health and Industry 4.0, operationally represented by data spaces like Catena-X (https://​catena-x.​net/​en/​1), the Smart Connected Supplier Network (https://​smart-connected.​nl/​en) and the European Health Data Space(https://​health.​ec.​europa.​eu/​ehealth-digital-health-and-care/​european-health-data-space_​en).
The question is how well these data spaces’ governance structures and technical architectures scale to create a single market for data?
Obligations in rulebooks fail to solve the complexities of managing permissions for each potential use case—some of which have not yet been imagined. Effective data governance, AI-driven data translation, and automated compliance can contribute to solving this scaling challenge, which needs to be empirically investigated. The European Health Data Space is particularly interesting for doing fundamental scientific research on FAIR (https://​www.​go-fair.​org) [2, 3] data and governance.
In Europe, generating, sharing, and re-using data will contribute to an expanding and sovereign data economy. With 175 Zettabytes of data produced in 2025 alone, automated approaches for secure and trusted trading, sharing and using such data (whether by people or organisations) is increasingly important. Without automation, overcoming technical, legal, trust, ethical, and organisational barriers will be difficult. Initiatives like Data Spaces and Open Data Portals have emerged to overcome these barriers, producing innovative data-sharing technologies, regulatory frameworks, and new data value chains that cut across boundaries. In addition, the rise of symbolic, machine learning, and generative AI could automate data governance throughout the data lifecycle (harvesting or data generation, enrichment, processing, analysis, and knowledge extraction).
As this constantly evolving data and AI ecosystem in Europe is rising and developing, legislation has been introduced to provide legal clarity on a variety of aspects, including Acts such as the General Data Protection Regulation (GDPR)1, Data Governance Act2, Data Act3, the Digital Services Act4, the Digital Markets Act5, and the Artificial Intelligence Act6 that passed the European Parliament recently in March 2024. These regulations have / will have a significant impact on the data-driven activities needed for successful business, public administration and civil society in the data economy.


2 Background
2.1 State of the Art on Data Spaces (Scientific and Practitioner View)
Federated ecosystems are increasingly foundational for modern data spaces, allowing entities to collaborate while controlling their data. However, managing and scaling these ecosystems presents governance challenges related to data access, consent management, and regulatory compliance [4, 5].
AI-infused data translation is critical in federated data environments where semantic heterogeneity hampers seamless data integration. Current approaches often lack adaptability and context-awareness, limiting their effectiveness. Developing AI-enhanced connectors and vocabulary hubs can mitigate these issues by dynamically translating data across formats and standards.
The digital infrastructure supporting data spaces must incorporate (automated) governance mechanisms to ensure continuous compliance. Existing frameworks often rely on manual processes that are prone to error and delay, highlighting the need for more advanced, automated solutions that can enforce policies and adapt to regulatory changes in real-time [6].

2.2 European Health Data Space
The European Health Data Space is a health-specific ecosystem that aims to provide a consistent, trustworthy, and efficient setup for the use of health data for research, innovation, policy-making, and regulatory activities. It is a framework that establishes clear rules, common standards and practices, infrastructures, and a governance framework to enable the EU to make full use of the potential offered by a safe and secure exchange, use, and reuse of health data. The European Commission launched the European Health Data Space as part of the Commission's proposed wider “Data Strategy” to leverage quality data for use by public authorities and businesses across certain sectors and areas of public interest. The European Health Data Space is the first common EU data space in a specific area to emerge from the European Union [7].
The European Health Data Space aims to empower individuals through increased digital access to and control of their electronic personal health data, at national level and EU-wide. It also aims to foster a single market for electronic health record systems, relevant medical devices, and high-risk AI systems. Sharing health data between European countries will allow individuals to receive more personalized and comprehensive care, and doctors will have a clearer understanding of their patients’ medical history [7].
The European Health Data Space sets out a common EU framework allowing for the use of health data for research, innovation, public health, policymaking, regulatory activities, and personalized medicine. It will draw on the wealth of health data across Europe to turn it into knowledge at the service of citizens, and to better prevent, diagnose, and treat diseases. The proposal provides a uniform basis for secondary research and clarifies uncertainty over the use of health data for research purposes.
The European Health Data Space, while promising, also presents several challenges and concerns. These include based on the regulation text:	Interoperability: One of the key challenges is establishing an interoperability framework that ensures the appropriate use of health data across different systems and countries. This involves addressing technical, legal, and ethical issues to enable seamless data sharing and integration.

	Data privacy and security: The European Health Data Space aims to empower individuals by giving them increased digital access and control over their personal health data[3]. However, ensuring the privacy and security of this data is crucial. Striking the right balance between data accessibility and protection is a challenge that needs to be addressed.

	Legal and regulatory framework: The success of the European Health Data Space depends on having the right legislation and policy decisions in place. Harmonizing data protection laws and regulations across EU member states is essential to facilitate cross-border data sharing while maintaining data privacy and security.

	Data governance and consent: Establishing a governance framework that governs the collection, storage, and use of health data is critical. Ensuring that individuals give informed consent for the use of their data and having clear guidelines on data ownership, access, and usage rights are important considerations.

	Technical infrastructure: Building a robust and scalable technical infrastructure to support the exchange, use, and reuse of health data is a significant challenge. This includes addressing issues related to data standardization, data quality, data integration, and data storage.

	Stakeholder engagement and trust: Engaging various stakeholders, including healthcare providers, researchers, policymakers, and the public, is crucial for the success of the European Health Data Space. Building trust among these stakeholders and addressing concerns related to data misuse, discrimination, and commercial exploitation is essential.





Addressing these challenges and concerns will require collaboration among EU member states, policymakers, healthcare professionals, researchers, and technology experts. It will involve developing clear guidelines, implementing robust security measures, ensuring transparency, and fostering public awareness and trust in the use of health data for research and innovation.
In the context of secondary use of data, the EHDS is designed to allow health data to be used for purposes beyond direct patient care (“primary use”), such as research, policymaking, and innovation in health technologies. This includes using data for developing AI-driven health solutions, conducting large-scale health studies, and improving public health strategies.

2.3 Privacy Enhancing Technology, Anonymisation and Flexibility on Using Rare Cancer Data
Secondary use of data in research on rare types of cancer requires data sharing in any form. Generally, there is simply too little data available per healthcare centre to conduct thorough research, compute statistics and ultimately collect solid evidence to impact patient care. Is it like searching for a needle in a haystack regarding the necessary analysis, or do we need the whole haystack?
In recent years, a lot of research has been conducted on privacy-preserving technology to ensure privacy protection. The privacy-enhancing movement is seen as a kind of “holy grail” [8]. The only “way out” to open data/read access in any way, for example for research purposes, while also protecting individuals’ privacy [8]. Privacy Enhancing Technologies (PETs), which have advanced rapidly over the past few years, such as Multi-Party Computation (MPC), Federated Learning, allowing analysts to gain insights without access to sensitive, person-identifiable data or the centralisation of data.
In this way, the researcher has the opportunity to harness the full potential of multiple datasets while the data holder remains in control. However, current PETs do not address the most relevant practical issue: how to share high-quality individual data in a way that ensures privacy is maintained, but the full potential of a dataset can be utilised. This is particularly crucial to foster innovation in the field of rare types of cancer.
What is often seen in the preparation of many datasets is “cleaning” the data to ensure anonymity/pseudonymity. For example, removing certain fields so that the identity can no longer be traced. In the Netherlands, it is in general not possible to use the BSN number for secondary use. Non-government organisations may only use the BSN if this is required by law. Besides MPC and Federated Learning, synthetic data has recently gained quite a bit of momentum. With again golden promises, but in practice faces the same challenges. The data most vulnerable to privacy attacks under anonymisation techniques, statistical outliers that often belong to minority subpopulations, can only be protected from privacy breaches if the published synthetic data does not retain the full promised value of the original dataset (Stadler and Troncoso 2022).
A lot of research has shown that sharing high-dimensional datasets in a way that preserves both privacy and high usability is nearly impossible. Recent scientific research has highlighted the significant challenges in sharing high-dimensional datasets while preserving both privacy and usability. The following key findings from recent papers substantiate that claim:	The fundamental tension between privacy protection and data utility is particularly pronounced for high-dimensional datasets. As the number of attributes increases, it becomes increasingly difficult to maintain both strong privacy guarantees and high data utility [9, 10].

	Traditional de-identification techniques like k-anonymity and l-diversity have been shown to be inadequate for high-dimensional data. These methods often result in excessive information loss or fail to provide meaningful privacy protection when applied to datasets with many attributes [10].

	The “curse of dimensionality” poses a major challenge for privacy-preserving data publishing. As the number of dimensions increases, data points become more sparse and unique, making it easier to re-identify individuals even from seemingly anonymized data [9, 11].





While progress is being made, the fundamental tension between privacy and utility in high-dimensional data sharing persists. Current research suggests that achieving both strong privacy guarantees and high usability for such datasets remains an open challenge in the field of privacy-preserving data publishing.
We therefore conclude that the pursuit of a data release mechanism that simultaneously achieves full flexibility, high usability, and strong privacy guarantees approaches an inherently unattainable objective, given the fundamental trade-offs involved. As difficult as it may be, both researchers and practitioners should finally accept the inherent trade-off between high flexibility in data usage and strong privacy guarantees, even if this means reducing the scope of data-driven applications. Depending on the data used, the goals of data sharing, and their privacy requirements, data holders will need to make explicit choices about the data-sharing methods most suitable for their use case [8].
We conclude that privacy researchers and policymakers need to reconsider their current approach to supporting data holders in their goal of sharing data in a privacy-preserving way. As a first step, both groups should give up the futile search for a panacea for all-purpose-utility high-privacy sharing of detailed data. Instead, we argue that data holders must accept that the set of use cases that can be addressed under strict privacy guarantees may be limited, and so too are the data-driven business models linked to them. Privacy researchers should therefore reorient their efforts toward developing tools that help data holders identify those use cases that can be addressed simultaneously under good privacy and good usability conditions. Finally, we recommend that policymakers, together with technical experts, develop guidelines to help data holders navigate the complex landscape of Privacy Enhancing Technologies (PETs). These guidelines should not only focus on matching use cases with their appropriate sharing technologies but also include recommendations for empirical evaluation methods that can assure the public that any loss of privacy is balanced against the promised societal benefits.
It thus remains a kind of constant balancing act, in making trade-offs. The governance & process of how to handle (meta) data with the data holder as well as the data processor is crucial. After which technology (partly) contributes to protecting/safeguarding privacy, but it remains a balance on a thin line.
There are a few approaches in this regard, namely anonymity (pseudonymising and/or anonymising individual data) and separately perhaps obtaining prior patient consent.
For example, the choice can be made to work with anonymous data per research centre. This is to avoid a substantial legal burden. As described above, both paths are valid, but ensuring anonymity is not straightforward.
Example: Three healthcare centres conduct a federated learning/analysis. Where anonymity is established based on several criteria (aside from what these are), but the data sets are, of course, not very large due to the rare types of cancer. If a researcher conducts this analysis at time A and then conducts another analysis at time B with a different result, it could mathematically be deduced who this new individual is. Of course, this involves complex calculations, but the risk cannot be completely ruled out.
Given the challenges described above, having clear and explicit agreements is crucial. Such an agreement framework or rulebook helps reduce risks or at least be aware of them. Governance is crucial, this has been thought through by making several preliminary agreements. A steering board/committee issues several conditions beforehand, such as when data is considered anonymous, algorithms and study protocols must be pre-approved, after which the researcher can use these approved building blocks. By integrating process and technology from the start, one can speak of privacy-by-design. As mentioned earlier, ruling everything out is impossible, and such risks cannot be excluded; otherwise, it becomes unworkable.
Making data available to a researcher is crucial depending on the respective goal/purpose, with the data minimisation principle7 applied. In addition, the other requirements of the GDPR must be met.	adequate – sufficient to properly fulfil your stated purpose;

	relevant – has a rational link to that purpose;

	and limited to what is necessary – you do not hold more than you need for that purpose.





(ICO definition - Principle (c): Data minimisation | ICO).
Whereby it is not always clear what is adequate, relevant and limited. This remains partly a grey area per member state within the EU. Everything obviously depends on the purpose limitation.
A lung cancer screening and risk prediction study for example illustrates the challenges in determining what data is adequate, relevant, and limited. Here's an elaboration on why these distinctions ares not always clear-cut. Determining what constitutes adequate data for lung cancer research can be complex considering the smoking history. While pack-years of smoking is crucial, it may not capture the full picture. For instance, the intensity of smoking (cigarettes per day) and duration might have different impacts on risks [12]. Assessing relevance can be challenging in case of Ethnicity. Its inclusion is relevant due to varying risk factors among different groups, but it's not always clear how to categorize mixed ethnicities or how much detail is necessary [12]. Limiting data collection while ensuring comprehensive risk assessment can be tricky in case of a partial postcode for example. While limited to protect privacy, it might not provide sufficient granularity for accurate air pollution exposure assessment.
In general it is not always clear because of:	Evolving research: New studies constantly reveal new risk factors or refine our understanding of known ones. For example, recent research has highlighted the importance of considering younger populations for lung cancer risk [12];

	Individual variations: What's adequate or relevant for one person might not be for another. For instance, occupational exposure might be highly relevant for some individuals but not others;

	Technological advancements: As diagnostic technologies improve, the definition of “adequate” data may change. For example, more sophisticated CT scans might provide more detailed information, blurring the line between adequate and excessive data;

	Balancing privacy and research needs: While limiting data collection protects privacy, it might hinder the development of more accurate prediction models. For instance, more detailed geographical data could improve risk assessment related to environmental factors but could also compromise anonymity;

	Intersectionality of risk factors: The relevance of certain data points might depend on their interaction with others. For example, the relevance of Body-Mass Index (BMI) might vary depending on smoking history or ethnicity;

	Future research potential: Data that seems irrelevant now might become crucial in future studies, making it difficult to determine what's truly limited to the current purpose.





In conclusion, the dynamic nature of medical research, individual variability in risk factors, and the need to balance comprehensive risk assessment with data protection make it challenging to definitively categorize data as adequate, relevant, or limited in lung cancer research. This complexity underscores the importance of regular reassessment of data collection practices in light of new research findings and evolving ethical standards8, [13].
Everything revolves around risk management, which is why a table with possible measures to reduce risks concerning personal data, while maintaining some workability for secondary use, is essential. After all, collecting all data in one place, in a bunker, with guards checking whether the researcher's identity is correct, the purpose limitation, and then on a computer without an external connection, does not help to promote innovation.


3 Approach and Method – Open Infrastructure
We work together to develop a secure and privacy preserving open infrastructure for federated analysis of Real World Data (RWD). This creates an abundance of new insights that serve both public and private benefits. The open infrastructure is complemented with carefully formulated agreements between different actors within the ecosystem for a trustworthy and transparent environment.
New ways of evidence generation Real World Evidence (RWE) for novel health interventions and as support for Value Based Health Care is needed. Today access to RWE is hampered by highly siloed and unstructured health data in combination with fear of non-compliance to current (GDPR) and future (EHDS) regulation for health data exchange. Currently, the speed of acceleration medical research needs to be increased, improve patient care, and contribute to the development of innovative healthcare solutions.
Offering an open infra structure to create a network of secure and trustworthy data sharing spaces across partner organization(s), based on common standards and interoperability frameworks. This initiative will support the development of improving access to healthcare, promoting innovation, and empowering patients while also ensuring the protection of personal data and the respect of data protection rules (Fig. 1).[image: Flow chart illustrating a process with four main stages. Stage 1 is "Technical experiment," leading to Stage 2, "Business experiment." Both stages connect to Stage 3, "Community solution," and "Proprietary (island) solution." All paths converge to Stage 4, "Open infrastructure," highlighted with a red border. Arrows indicate the flow between stages.]
Fig. 1.The road towards to an open infrastructure following business and technology.



Basically the open infrastructure exists of various nodes, also referred to as FAIR (Findable Accessible Interoperable and Reusable) data stations. These are connected and accessed via International Data Spaces (IDS) [5]. The analysis of data cross different organisations is enabled via Privacy Enhancing Techniques (PET). Ensuring that these technologies are developed and used in a way that benefits everyone in Europe.
A technology stack defining the standardisation (open standards e.g. Observational Medical Outcomes Partnership (OMOP) Common Data Model (CDM)), the technical requirements for data access (International Data Spaces) and privacy-by-design data exchange (Open standards for PETs) will be defined. Once in place the ecosystem will be tested according to the schema below:
To create new insights (RWE) in peoples’ health journeys by combining real world data from different organisations and sources. And a unified approach that can utilise the power of artificial intelligence for improving diagnostic, optimise care processes, improve interaction within the value chain of health. Currently two types of cancer are being analysed, namely lung cancer and ovarium carcinoma.
The challenge is to address the compartmentalized nature of healthcare systems while protecting privacy to create knowledge on people’s complete health journey. This problem can be resolved with a sustainable future-proof decentralised infrastructure to analyse and access health data from multiple sources in a privacy-by-design way.
3.1 Data Space Protocol
The Data Space Protocol (DSP) is a framework designed to facilitate secure and efficient data sharing within decentralized ecosystems. It establishes standardized mechanisms for data exchange, ensuring interoperability, trust, and data sovereignty among participants. By leveraging principles such as data minimization, access control, and encryption, the DSP enables organizations to collaborate while maintaining compliance with data protection regulations. It is particularly relevant in industries like healthcare, finance, and smart cities, where sensitive data must be shared without compromising privacy or ownership. The DSP is currently adopted in a Eclipse Working Group - https://​projects.​eclipse.​org/​proposals/​eclipse-dataspace-protocol.
“It provides a set of specifications designed to facilitate interoperable data sharing between entities governed by usage control and based on Web technologies. These specifications define the schemas and protocols required for entities to publish data, negotiate usage agreements, and access data as part of a federation of technical systems termed a dataspace.
Sharing data between autonomous entities requires the provision of metadata to facilitate the transfer of assets by making use of a data transfer (or application layer) protocol. The Eclipse Dataspace Protocol defines how this metadata is provisioned:	How data assets are deployed as DCAT Catalogs and usage control is expressed as ODRL Policies.

	How contract agreements that govern data usage are syntactically expressed and electronically negotiated.

	How data assets are accessed using data transfer protocols.

	The specifications are organized into the following documents:

	Dataspace Model and Dataspace Terminology documents that define key terms.

	Catalog Protocol and Catalog HTTPS Binding documents that define how DCAT Catalogs are published and accessed as HTTPS endpoints respectively.

	Contract Negotiation Protocol and Contract Negotiation HTTPS Binding documents that define how contract negotiations are conducted and requested via HTTPS endpoints.

	Transfer Process Protocol and Transfer Process HTTPS Binding documents that define how transfer processes using a given data transfer protocol are governed via HTTPS endpoints.





This specification does not cover the data transfer process as such.” [14].


4 Artifact: The Data Space Architecture
4.1 Design Objectives and Starting Points
One of the main objectives of is: “to design and develop a generic health data space infrastructure, coupling International Data Spaces (IDS) standards with privacy-enhancing technologies (PETs) supporting the Personal Health Train set of agreements”.
Multiple types of data sharing methodologies to train AI models will be made possible in the data space infrastructure. The approach A2D (Algorithm to Data) in which the data stays at the source, and the algorithm ‘travels’ to the data will be made in two distinctions:	Federated learning (FL). Using this approach, machine learning models are trained locally, and only aggregated model parameters are shared. While it is primarily suitable for a ‘horizontally partitioned’ data setting (different organizations having the same type of data over different groups of patients), some first FL algorithms have appeared that can be used on a ‘vertically partitioned’ data setting: There are different data attributes at different organizations over the same group of patients.

	Multi-Party Computation (MPC), cryptographic techniques to jointly train AI-algorithms on encrypted data without sharing any underlying sensitive data, suitable for ‘vertically partitioned’ data. MPC is more secure than FL, but requiring more computation time. It has been applied in medical settings for vertically partitioned data before.





In all cases it is crucial that the algorithm is trusted by everyone in the ecosystem and the infrastructure will facilitate the strengthening of trust between the various stakeholders by making it explicit what data is used when, for what, by whom.
The main focus is to enable A2D (MPC/FL) in the vertical and horizontal setting in the Health Data Space. By working with different technologies and implementations, we ensure interoperability of infrastructures and create an open environment.
In particular, FAIR-principles for the description of available data are supported by IDS, in order for ‘Machine2Machine’ communication to be possible. Datasets and services should be Findable, Accessible, Interoperable and Reusable. Next to the FAIR principles the reference architecture of IDS is applied to specify per organization, user, algorithm which data can be used and for which reason.
The dataspace shall also be able to support data to the algorithm (D2A) so that the value chain can benefit from data integration e.g. clinical, radiological, lab, genetic pathological data.

4.2 System Context
The architecture describes the infrastructure which is a federations of certified software services using the Dataspace to exchange data in a secure and controlled way. Figure 2 describes the context of the infrastructure and the types of actors it interacts with.[image: Flow chart depicting the "Heracles infrastructure" at the center, connected to six entities: Researchers, Data providers, Other Health Dataspaces, Auditors, Identity provider, and Governance board. Each entity is represented by a blue circle with a line connecting it to the central infrastructure, illustrating the network and relationships within the system.]
Fig. 2.Infrastructure context diagram.



To preserve privacy of the medical data, only certified software service are allowed core functionality is the Dataspace (blue central circle in Fig. 2) which provides secure exchange of data between trusted participants. This requires the identity and authentication of users such as researchers by a trusted Identity provider. For the infrastructure verifiable credentials is used based on YIVI. Not only to verify the correct inner working of the system as a whole based on a certification process, but also to monitor that the infrastructure works according to the commonly agreed terms and conditions of the dataspace. The governance board has the responsibility to manage and monitor the operations of the infrastructure but will be checked by periodic independent audits.

4.3 Infrastructure Nodes
The infrastructure consists of an organisational and a supporting technical part. The technical part describes how the infrastructure is built of the separate nodes which contain the following main functional components, see figure below:	A FAIR Data Point (FDP) enables discovery of available data at FAIR Data Stations to implement the “F” of findable in FAIR and to provide information about the data including the terms and conditions for using the data;

	A FAIR Data Station (FDS) (https://​specs.​fairdatapoint.​org/​fdp-specs-v1.​2.​html) enables controlled access to data to implement the “A” of accessible in FAIR where a copy of the data is being stored which is described in a FAIR Data Point. How the data is being processed can vary per research analysis and should be agreed and specified in advance as part of a Data Permit;

	Data Permit Management (DPM) supports a community driven approach to reach agreement about data usage. When all involved stakeholders agree on the research goal, approach and required means of resources and data in particular, the result will be a Data Permit. A Data Permit is an agreement for specific research goal, and describes the terms and conditions for using data at the FAIR Data Stations. A digital subset of the Data Permit will be used by the infrastructure to enforce the agreement and to control access accordingly.





Research applications are required for starting and handling the aggregated (anonymized) results collected at FAIR Data Stations. Research applications must implement the API’s and must be known as part of the agreements to grant data usage but are not part of the infrastructure. Although the API’s are based on European standards to connect with other Health dataspaces (Fig. 3).[image: Flow chart depicting a network of nodes over a map, representing a data infrastructure. Six hexagonal nodes are interconnected, with one linked to a "Research application." A highlighted "HERACLES node" contains three components: FDP, FDS, and DPM. The chart also references "Other dataspaces (e.g., EHDS)" on the right. The map background suggests a geographical context.]
Fig. 3.Functional architecture of the infrastructure




4.4 Process View
The Process Layer specifies the interactions taking place between the different components of the infrastructure. It thereby provides a dynamic view of the architecture.
To be compatible with EHDS, the artifact user process flow should be compatible with the following revised user journey of EHDS (Fig. 4).[image: Flow chart illustrating a data management process. The sequence begins with "Setup metadata & infrastructure," followed by "Data discovery," "Data permit," "Data use," and concludes with "Project finalisation." Each step is represented by an arrow, indicating the progression of tasks.]
Fig. 4.EHDS user journey phases



The Setup metadata & infrastructure phase, is considered by EDHS not part of the user journey but is identified as a required and enabling step. In the proposed architecture there is a strong focus on establishing trust, identification management and certification which are part of this first step.
To explain more clearly the content of these processes and to reuse the dataspace processes defined in the IDSA Reference Architecture (IDS-RAM), the process names in the current infrastructure deviates slightly from the EHDS phase names, but their functionality is compatible with EHDS (Fig. 5).[image: Flow chart illustrating a process related to data management. The chart is divided into stages labeled as "EHDS: 'Data discovery', 'Data permit', 'Data use'." The steps include: "Identity management," "Onboarding," "Discovery of data & services," "Contract negotiation," "Perform analysis," and "Project finalisation." Additional steps below include "Submit components," "Certification," and "Publish Meta-data." Each step is represented by an arrow, indicating progression through the process.]
Fig. 5.Artifact user/research journey processes.



The first five processes on left in the user/research journey are considered to be generic processes and overlapping with the initial setup metadata & infrastructure step of EHDS. The infrastructure focuses first on creating the proper conditions to enable the use of data. Supporting the project finalisation process has a lower priority.
The processes Submit components, Certification, Publish meta-data are enabling the main user/research journey line therefore visualised beside the centre process flow. Identity management is in general the first step and applicable for all other processes because only participants who are successfully onboarded can be valid actors. Therefore, the identity management and onboarding processes are described first.
Identity Management
Identity management is a critical aspect of information security and online services, dealing with the identification, authentication, and management of individuals’ digital identities. The following key-aspects are taken in account:

	Identification, the process of recognizing an actor or entity within a system. This involves a unique identifier to be stored in a register as a core functionality of the Dataspace;

	Authentication, the process of verifying that an individual or entity is who they claim to be. This is achieved through verifiable credentials based on Self Sovereign Identities which is a core functionality of the Dataspace;

	Verifiable Credentials are digital documents that are used to establish trust in the identity and attributes (claims) of an individual or entity. They are issued by a trusted authority and can be securely stored and presented by the individual when required.





Overall, identity management is essential for controlling access to resources in within the infrastructure, ensuring that users are accurately identified, authenticated, and granted appropriate access based on verifiable credentials.

Onboarding
After acquiring verifiable credentials, a user applies for registration via the onboarding process. The objective of this process is to admit only users with verified credentials and are compliant with the Governance model. The following steps are identified:

	User Registration, the user initiates the process by providing verifiable credentials as result of the previously described Identification management process. The self-sovereign identities contain the meta-information that the user wants to share;

	Verification of Verifiable Credentials, the provided verifiable credentials are verified by checking the digital signatures or cryptographic proofs against the issuing authority's public key to ensure authenticity and validity. Valid issuing authorities should be described in the Governance model. Verification of verifiable credentials is a core function of the Dataspace;

	Compliance with Terms and Conditions, the user is presented with the terms and conditions of the governance model of the system. This may include privacy policies, user responsibilities, and other regulatory compliances. The user must agree to these terms, often by checking a box or providing digital consent

	Assessment of Compliance, the system assesses if the user meets all the specified criteria and requirements as per the governance model. This may involve automated checks or manual review processes;

	Final Registration, if the user successfully verifies their credentials and agrees to the terms and conditions, the registration process will be completed and the user information will be stored securely, making them a recognized and authenticated entity within the system.





The result of a successful onboarding process is that the user's information is made findable within the system, subject to privacy settings and access controls. This means they can be identified and authenticated in future interactions, and they may be granted access to specific resources or services within the system. This process ensures that only verified and compliant users are onboarded, maintaining the integrity and security of the system.

Submit Components
The objective of this process is to identify software components and to make them findable. It starts with assigning a unique identification to a software component which will be registered in a so-called service catalogue, including meta data to describe the software component or service. This identification shall be linked to a verifiable signature of the software/service component.
Meta-data of software components including their identification and signature are stored in the service catalogue which is a core functionality of the Dataspace. The following three step approach is proposed:

	Collection and Preparation: This step starts with the software or service provider and involves gathering all the necessary meta-data including a description, categories, keywords for search optimization, a unique verifiable signature and privacy policies. The preparation phase involves organizing it in a structured format.

	Submission and Review: Once the software component or service and its meta-data are ready, the information is submitted to the service catalogue of the infrastructure. After submission, the Governance board is accountable for a review process to checks if the provided information is compliant with the terms and conditions as stated in the governance model regarding compliance with the guidelines, standards, technical requirements, and legal issues. After successful review the status of a software component or service changes to “candidate” and the certification process can start. Otherwise the submission will be rejected and the provider has to optimize the previous step.

	Post-submission Activities: After a successfully certification process, the post-submission activities include gathering user feedback, releasing updates to fix bugs, improve functionality, or add new features. All changes require a re-certification which practically means a submission of a new version and performing the preceding step of submission and review.





Overall, the submitted components (software or services) will only be visible to the infrastructure users after a successful certification process.

Certification
The objective of this process is to verify that a software component or service is compliant with the terms and conditions stated in the Governance model. The role of auditor and the procedure how to perform the verification has to be described in the Governance model as well.
The certification process is successfully applied if all participants of the infrastructure can trust a certified software component: that it preserves the privacy and security aspects and in general respect the terms and conditions as defined in the Governance model.
The result of a successful certification is a verifiable certificate linked to the identification and a verifiable signature of the software component or service. Practically it means that the certificate will be added to the service catalogue.
The certification of software components or services by an evaluation authority involves a detailed and methodical process. This process ensures that the software meets specific standards of quality, security, and compliance. The following steps are identified:

	Detailed Audit and Testing: The auditing party conducts a thorough examination of the software. This includes code reviews, security audits, performance testing, and compliance checks with relevant standards and regulations. The auditing process is comprehensive and aims to identify any vulnerabilities, defects, or non-compliance issues. The auditor may use a variety of tools and methodologies to assess the software. If issues are identified, the developer is typically given an opportunity to address them and resubmit the software for reassessment.

	Certification and Issuance of Certificate: Once the software passes the audit and meets all the required standards, the auditing party issues a certificate. This certificate is linked to a unique identity and signature of the software, including details like the version number and release date. The certificate also features a verifiable signature from the auditing party, ensuring the authenticity and integrity of the certification. The software provider can then use this certification to demonstrate the reliability and compliance of their software to clients, users, or regulatory bodies.

	Publication Activities: After a successfully certification process the Governance board will publish the software component/service with a verifiable certificate in the service catalogue to become visible and findable within the infrastructure.

	Post-Certification: After receiving certification, the software provider must maintain the standards for which the certification was awarded. This may include regular updates, patches, and re-audits, especially if significant changes are made to the software or new regulations come into effect. The software provider should also monitor the software for any emerging threats or vulnerabilities and take prompt action to address them, ensuring continued compliance and security.





Overall, for the infrastructure, the certification process is an essential process to contribute to “trust” and mainly an organisational rather than a technical aspect.

Publish Meta-data
After successful onboarding, data providers can publish information (meta-data) via a FAIR Data Point about what kind of data they provide including the terms and conditions for usage for the meta-data itself as well for the data to be provided.
Publishing metadata involves several key steps to ensure that the information is accurate, accessible, and useful. The following steps are identified:

	Collection and Preparation: This step starts with the data provider and involves gathering all the necessary meta-data. The preparation phase involves cleaning the meta-data, organizing it in a structured format, and ensuring it aligns with the standards or schema.

	Metadata Creation: In this step, the metadata is being uploaded to the Infrastructure in Data Fair Points. This includes adding the identity of the provider references to already defined / existing standards if applicable;

	Quality Assurance and Validation: Before publishing, it's crucial to ensure that the metadata is accurate, consistent, and adheres to the defined standards. This quality assurance might involve manual checks or automated validation processes. It's important to ensure that the metadata accurately represents the data it describes and is free from errors;

	Publication and Maintenance: The final step is to publish (release) the metadata so that it can be accessed by users or systems as part of the discovery process. After publication, regular maintenance is essential to keep the metadata up-to-date and relevant. This might involve updating records to reflect changes in the underlying data, adding new metadata as new data becomes available or correcting any errors that are discovered after publication.





Overall, the availability and the quality of meta-data are crucial for collaboration within the infrastructure and facilitates this via the concept of FAIR Data Points.

Discovery of Data & Services
This process is compliant with the EHDS Data Discovery phase of the EHDS users’ journey to request access to health data for secondary use. In this phase/process, researchers should be able to search the data available and needed to perform their work. For the infrastructure this process is extended to finding supporting components (software/services) as well for specialized operations such as the use of Privacy Enhanced Technologies (PET).
This process depends fully on the previously described processes about Submitting Components & Services and Publishing meta-data. The following simplified steps are identified:

	Discovery of data: identifying and cataloguing various data sources, discovering the quality and availability of data resources. The outcome is a specification of data the researchers plan to use;

	Refine research objective and define approach: based on the available data (sources), the quality of data and the ability to join them, researchers can refine their plans. The research plan is required as justification to acquire permission to use the data but also specify how to use the data;

	Discovery of supporting components: helps researchers to identify tools, services, and resources that can aid in data analysis, visualization, and management. This can include tools for data cleaning, data mining, and data visualization.





The outcome is a plan that specifies which data from which data sources are needed, how this data will be used and which components will be used to obtain permission in the next phase.

Contract Negotiation (Request Data Permit)
This process is compliant the EHDS Data Permit phase, where researcher request data usage permission, and the governance board and all involved data providers verify compliancy with their usage policies. The following steps are identified:

	Request data permit application: a request contains a verified identity of the requester and a research plan which includes the research objective, a specification of the data that is needed and a description how the data is being processed;

	Request assessment: the Governance Board is accountable to verify compliancy of the request (c.q. the research plan) with legislation and the Governance model. This implies that the Governance model shall contain terms and conditions for data usage including applicable laws. The Governance Board is responsible to organise an operational process to perform the assessment in collaboration with the involved data providers. This operational process produces a compliancy list and a Data Protection Impact Assessment (DPIA);

	Contract negotiation: based on the compliancy list and the DPIA, omission, deviations and recommendations are return to the requester. In case the request is not compliant, a negotiation will be started to find out if the request can be altered or completed to become compliant with the law and the commonly agreed principles as stated in the Governance model;

	Grant permit or reject: in case a request is granted, the outcome is an agreed research plan, a DPIA and a technical permit in the form of an electronic contract. In case of a rejection, an explanation will be returned.





Overall, the Governance board is accountable for the contract negotiation process and therefore also for the permission. Involvement of the data providers in the assessment step is essential to enable data sovereignty and to ensure proper use of sensitive data.
The Data Permit phase c.q. this process of contract negotiation is currently a cumbersome and time-consuming procedure. Lead times of two years are not an exception but a huge obstacle to overcome for efficient and effect medical research. One of the objectives is to propose a procedure with a significant reduction in lead time.



5 Discussion
5.1 To Lower the Need for IT Expertise
Federated learning technologies, such as the Personal Health Train, have proven their value in research contexts, offering privacy-preserving ways to analyze distributed health data. However, despite their demonstrated potential, these technologies remain largely confined to research prototypes. Their practical deployment across institutions still requires ongoing support from developers and dedicated IT staff at each participating center. A scalable, production-ready Software as a Service (SaaS) model for federated learning is currently lacking. With the rise of European Health Data Space (EHDS), the EU is promoting standardization in technologies. This allows for technologies that enable data partners to apply for all their secondary data use applications (i.e. not exclusively for rare solid cancers in adults). Harmonized and interoperable technologies facilitate healthcare centers as they will simplify their IT strategy regarding data access and sharing.
The challenge is to use data within the federated registry which can be accessed and analyzed with minimal support from developers, such that researchers, healthcare professionals and other can utilize the data as-if they were in one place.

5.2 To Lower Technology Barriers
Hospitals IT may not be willing to adopt a data-sensitive technology dedicated only for one collaboration and one disease group, but seek scalable, proven applications that can be used for a wide range of users and disease domains. Working with proven technology, embraced by leading organizations creates trust with STARTER centers in both the technical solution as well as its sustainability.
The challenge is to create a federated registry that can easily implemented at participating centers.


6 Conclusion
The proposed artifact/infrastructure represents a significant advancement in the development and integration of a pan-European data infrastructure for rare adult solid cancers. This initiative not only enhances the quality of cancer research but also aligns closely with the broader objectives of the European Health Data Space (EHDS).
The proposed infrastructure is built on open standards. And is also one of the first infrastructures to adopt future European Standards e.g. CEN/CENELEC Trusted Data Transaction and the Data Space Protocol for secure transactions.
The EHDS aims to create a secure and standardized framework for the sharing of health data across the European Union, facilitating better healthcare delivery, research, and innovation. The proposed infrastructure efforts are a practical realization of these goals, particularly within the specialized field of (rare) cancers where secondary data is required. By leveraging a federated data infrastructure, the infrastructure ensures that sensitive patient data remains decentralized, thereby upholding the highest standards of data privacy and security while enabling comprehensive research.
6.1 Enhancing Data Privacy and Security Through Federated Learning
One of the core strengths of the proposed infrastructure is its adoption of federated learning and other Privacy-Enhancing Technologies (PETs). These technologies allow for the analysis of vast datasets without the need for data centralization, a method that directly addresses privacy concerns inherent in cross-border data sharing. By keeping data at the source within individual health centers, trying to minimizes the risks associated with data breaches and unauthorized access, a key requirement under GDPR and other European data protection regulations.
The implementation of tools such as FL demonstrates how the EHDS's objectives can be met while maintaining compliance with strict privacy standards. This approach not only ensures that patient data is protected but also enables researchers to draw meaningful insights from large, diverse datasets, which are crucial for advancing rare cancer research.

6.2 Bridging the Gap Between Local and Pan-European Data Initiatives
The current study offers an open-source blueprint for how local health centers and research institutions can contribute to and benefit from a pan-European data infrastructure. By maintaining autonomy over their data while participating in a larger federated system, these centers can contribute to a collective research effort without compromising their governance or data sovereignty. This model supports the EHDS's vision of a unified yet decentralized health data space, where data flows freely for the benefit of all, yet privacy and local control are preserved.
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Abstract
Sharing data and insights in ecosystems is becoming more and more important in creating value in end-to-end value journeys. This sets a high bar for any organisation, as innovations are presenting themselves at an unprecedented pace, many ecosystems are very dynamic, and data volumes continue to grow significantly. On top of that, legislation related to data and artificial intelligence is growing, but always lagging behind the pace of change-organisations must often define their own boundaries and policies. There is a lot to take in for organisations.
The market research focuses on the implications of data sharing in ecosystems. This study is based on a survey including 59 responses of executives responsible and involved in digital transformations. The qualitative analysis of the survey provides practical insights and recommendations.
Operationalising cross-organisational governance turned out to be particularly difficult, as investing in tooling/platforms that facilitate the exchange of data is not straightforward and also challenging to integrate. Also, security concerns need to be addressed when sharing data.
Organisations need to adjust their operating models to be on the one hand more efficient and on the other hand to enable sharing data and insights in ecosystems creating intellectual property. Organisations also need to take a strategic orientation with a focus on understanding their market position, and market and regulatory developments – adjusting their business models.
Keywords
artificial intelligenceco-creationdata governancedata qualitydata sharingdigital transformationsdisruption
1 Introduction
Mant organisations are struggling with sharing data in ecosystems [1]. This is negatively impacting digital transformation success, as well as the performance of organisations [2].
Over decades organisations are involved in digital transformations [3–5]. Initially the focus of digital transformations was on digitisation followed by digitalisation [6]. In digitisation organisations automated processes and activities. This was not only more efficient but also improved the quality and decision-making [7]. In digitalisation organisations also enhance their business models [8].
In conjunction with digital transformations, also outsourcing got traction in many organisations, as they needed help from external service providers with their digitisation. Additional and different caphabilities were needed. Initially this was a make-or-buy decision [9–11]. This also includes renewal decisions [12]. Over time a location element was added to outsourcing. The location element was initially cost driven only but later in time also capability driven [13–15]. In addition to outsourcing organisations were also setting up their own offshore centers – shared service centers [16]. Setting up the shared service centers has proven to be difficult due to high attrition and lack of scale [17], e.g. Bayer transformed their Indian shared service models, and in 2017 outsourced their IT operations to Capgemini (https://​www.​process-worldwide.​com/​capgemini-wins-it-contract-from-bayer-a-371513/​). Outsourcing and shared service centers are adjusting the operating model. Furthermore ecosystems require more flexible contracting facilitating agile and Dev(Sec)Ops ways of working [18].
Data sharing [19, 20] and ecosystems [21, 22] are more related to digitalisation. It is important that most organisations are involved in multiple ecosystems and that the composition and objectives of ecosystems change over time [23, 24]. This is complicating data sharing and requires a continuous monitoring of the ecosystems an organisation is involved in and of the market, as competitive relationships are in flux. With regards to data sharing organisations also must consider legislation and upcoming legislation, which is not limited to privacy [25] but also includes anti-trust [26, 27]. Anticipation is key to avoid non-compliance and weaken the competitive position. Data sharing and ecosystems create intellectual property and adjust the business models.
In conclusion, organisations need to focus on increasing their digital maturity to keep up the pace with digitalisation [28, 29].

2 Literature Review
Organisations need to collaborate to innovate [30], which might result in the development of intellectual property rights [31]. The collaboration can take place in external collaboration – ecosystems, which can be defined as “An innovation ecosystem is the evolving set of actors, activities, and artifacts, and the institutions and relations, including complementary and substitute relations, that are important for the innovative performance of an actor or a population of actors.” [32, p.4] In innovation it is important always take the perspective of the final client, which is not limited to the B2C market but also applicable for the B2B market [33]. This perspective maximises end-to-end-value for all ecosystem partners. A complication in engaging in ecosystems is that ecosystems are dynamic, therefore anticipation is key [34].
In ecosystems partners share data, which starts with data quality [35]. It’s more important that organisations are aware of the quality than have a high-quality data, as data quality issue can be shared and potentially jointly resolved [36]. Many organisations are improving their data quality by identifying business data owners and appointing data stewards to support the business data owners. In this context the concept of data mesh might be helpful [37–39].
Data sharing is also labelled as “linked data”, which is quite a challenge in multiple networked organisations. This requires a trusted data sharing framework which is preferably based on the ‘need to know’ principle [40]. The data sharing must be facilitated in the organisation [41]. This requires an organisational culture that supports sharing [42], furthermore organisations must implement data classification as well as tooling. On top of the internal sharing, organisations also must facilitate external data sharing [43] which must have an innovation focus [44]. External data sharing is also addressed in BCG’s 21 data maturity dimensions in “data ecosystems & partnership” [35].
In this context also data ecosystems are relevant, which can be defined as “socio-technical complex networks in which actors interact and collaborate with each other to find, archive, publish, consume, or reuse data as well as to foster innovation, create value, and support new businesses.” [45, p. 589] In order to facilitate data ecosystems distributed data spaces are needed [46]. This increases the need for aligned identity and access management and combined cyber security effort [47].
Organisations need to consider the impact of artificial intelligence when sharing data in an ecosystem. By sharing data organisations need to take into account what insights they share in addition to sharing the data directly. In this context it is important to include the receiver’s own data, the data that the receiver receives from other organisations and the data that the receiver has access to (e.g. open data, data marts). The additional data sources, in combination with artificial intelligence, can unlock unanticipated insights [36]. Furthermore, the artificial intelligence maturity of organisations needs to be high and the current and future artificial intelligence maturity has also to be taken into account in data sharing strategies. With regards to artificial intelligence maturity organisations can engage with external suppliers to mature their capabilities [48]. It can only be concluded that artificial intelligence has further complicated data sharing [49].
In the context of data sharing in ecosystems data governance has become more important. Janssen et al. [40, p. 2] define data governance as “organisations and their personnel defining, applying and monitoring the patterns of rules and authorities for directing the proper functioning of, and ensuring the accountability for, the entire life cycle of data and algorithms within and across organisations.” In addition, security concerns need to be addressed when organisations are sharing data [50, 51]. For avoidance of doubt, these security concerns are different from concerns related to sharing cybersecurity data, which is basically sharing threat intelligence [52]. The security concerns also set a higher bar for information security awareness [53].
Data governance and data security are becoming increasingly important. This is not limited to the management level, also these topics are addressed in corporate governance. Organisations such as ASML, Proctor and Gamble, Santander and Walmart have a subcommittee for information technology. This can be labelled as IT & Innovation Committee and increases the focus for an increasingly more important topic such as technology innovation, in which data is playing an increasingly more important role [54].
In addition to privacy (e.g. European Union’s GDPR, United States’ California Consumer Privacy Act and China’s Private Information Protection Law) and anti-trust legislation (e.g. Treaty on the Functioning of the European Union and Directive 2014/104/EU), also legislation for innovative technologies is on its way. This includes legislation related to Artificial Intelligence – the European Union AI act. The purpose of this act is facilitating responsible AI adoption. This includes a responsible set of enabling conditions for AI development and uptake in the EU, and focuses on making the EU the right place, and facilitating excellence from lab to market, as well as ensuring AI technologies work for people and build strategic leadership in the sectors. The act will set clear guiderails and will facilitate data sharing [55]. This act will be applicable in December 2025.
To ensure a stable foundation organisations must start with implementing enterprise architecture, followed by IT architecture and data architecture. This is no longer a sequential process. Organisations must take an integral approach to ensure value creation. In order to share data organisations transforming their vertical platforms into a super platform, which are industry agnostic, and shared infrastructure, both powered by Infrastructure as a Service solutions. Distributed data spaces are the next level [56]. In conjunction with the implementation of architectures organisations must implement tooling. Data management tooling can be currently qualified as ‘best of breed’ and not as ‘best of suite’ and despite the large number of acquisitions of tooling vendors (e.g. Collibra acquired amongst others Qldep in 2019, OwlDQ in 2021 and Husprey in 2023, and Informatica acquired amongst others GreenBay Technologies in 2020 and Privitar in 2023). ‘Best of suite’ will take at least a decade. Furthermore, tools are a prerequisite for advancing analytics capabilities [57], which is still the case in this day and age.

3 Research Topics
This research will include qualitative and explorative analysis focusing on 1. Disruption, 2. Data quality and data governance, 3. Artificial intelligence (AI) adoption and implementation, 4. Dealing with ecosystem dynamics and 5. Co-creation. In de context of digital transformations disruption is an integral element [58], where data quality and data governance are foundational [36]. AI is the most influential technology power digital transformation [59]. However, many organisations are still struggling in the adoption and the implementation of this technology [60, 61]. An additional complexity is the ecosystem dynamics [62] and co-creation, organisation are not in control and are dependent not only from the market and economic conditions but also from their partners.
To analyse and understand sharing data in ecosystems better the focus of this research is on the impact of data sharing on the operation model and the business model of in ecosystem participating organisations. The operating model is defined as the necessary level of business process integration and standardization for delivering goods and services to customers. [63, p.25]. A business model is defined as (a) an architecture for the product, service and information flows, including a description of the various business actors and their roles; and (b) a description of the potential benefits for the various business actors; and (c) a description of the sources of revenues [64, p. 4].
The round tables, subject matter interviews and the survey questions are centered around these areas. The analyses will be performed by external spend/type of spend, capabilities and market dynamics. The paper will also include best practices for sharing data in ecosystems.

4 Research Method
For this market research four round tables have been organised to explore the data sharing in ecosystems. +20 participants per round table have participated on 9 March, 11 May, 4 July 2023 and 16 January 2024. The round tables were on invitation only and the profile of the participants was c-level with responsibility for digital transformation. In addition, three subject matter interviews with digital executives have been conducted: Edgar van Zoelen - Global practice leader Performance - Analytics & Digital Transformation at Philips, Claudia de Andrade - Director Digital & Information Technology at Port of Rotterdam and Hessel Dikkers - Chief Information Officer at Dutch Railways. These three digital executives have personal experience in leading digital transformation and representing organisations that are currently involved in digital transformations in different sectors. Nevertheless, the data set is too limited to analyse and present sector-specific insights.
In addition, three executives from Wirpo and Boston Consulting Group (BCG) have participated in this market research including in the workshops: Paul Verkerk, Business Development Director at Wipro, Malay Srivastava, Head of Data, Analytics & Intelligence, BeNeLux and Johan Stockmann, Partner & Associate Director, BCG. They have also reviewed draft versions of this market research.
The primary data for this research is collected by a survey, roundtables and subject matter interviews, and a survey. The notes from the roundtable and the transcriptions of the subject matter interviews are analysed with a focus on the five research topics. The survey was submitted to ICT Media, a Dutch organisation that facilities IT decision makers in the Netherlands. The members of this community are Chief Information Officers and their direct reports. The members of this community are leading or involved in implementing digital transformations. The response rate was 2% (59 responses to 3,500 invitations).
The survey was conducted in English. The participants completed their response via a portal – Survey Monkey. The responses were collected from April to August 2023. The potential participants received one friendly reminder the first week the survey was introduced and reminders following the second and third workshops (May and July 2023).
The survey was an anonymous survey; therefore, it is not possible to conclude the representativeness of the sample. However, the spread over the different sectors and spread of the size of the organisations the respondents represent do not indicate that the respondents are not representative for the community, which was also confirmed by ICT Media.

5 Analysis
In the analyses there are five topics explored to address the three research questions: 1. Disruption, 2. Data quality and data governance, 3. Artificial intelligence adoption and implementation, 4. Dealing with ecosystem dynamics and 5. Co-creation.
Disruption
In the survey different levels of disruption are distinguished, ranging from ‘no disruption’ to ‘existential changes’. This is detailed in Fig. 1, over 70% of the participating organisations face at a minimum ‘major changes’. The two organisations that face ‘no disruption’ are both governmental organisations. Furthermore, the banking and financial services sector is predominantly facing at a minimum ‘significant changes’. This might well be due to a combination of increasing legislation such as the Corporate Sustainability Reporting Directive (CSRD) and competition from FinTechs. An upcoming update of the Payment Services and Electronic Money Services Directive (PSD3) will result in additional disruptions in this sector. Remarkably none of the surveyed organisations in the Life Science and Healthcare sector reported a higher disruption level than ‘major changes’. Given the speed of innovation and high legislation scrutinising this sector, one would expect more increased levels of disruption.[image: Bar chart displaying five categories: "No Disruption," "Limited Changes," "Major Changes," "Significant Changes," and "Existential Changes." The y-axis represents a numerical scale from 0 to 16. "No Disruption" has the lowest value, while "Major Changes" and "Significant Changes" have the highest values, both reaching 16. "Limited Changes" and "Existential Changes" have moderate values.]
Fig. 1.Degree of Disruption (N = 59)



The overview of the importance of data sharing in end-to-end journeys is summarised in Fig. 2. Less than 10% of the surveyed organisations consider the importance of data sharing in end-to-end value journeys as ‘limited’. It is remarkable that these organisations are all large international organisations with a revenue/budget over 1b Euro. Furthermore, over 60% of the organisations consider the importance of data sharing in end-to-end value journeys to a ‘great extent’, which includes 80% of the Dutch organisations. This indicates that data sharing in end-to-end value journeys is understandably more difficult for large international organisations.[image: Bar chart illustrating the importance of data sharing in end-to-end value journeys. Four categories are shown: "not important," "important to a limited degree," "important to some degree," and "important to a great extent." The bars increase in height from left to right, with the highest bar representing "important to a great extent" at approximately 35.]
Fig. 2.The importance of data sharing in end-to-end value journeys (N = 59)



Nearly 85% of the surveyed organisations share data in addition to transaction data with their ecosystem partners. However, it is remarkable that two-thirds of the nine organisations that only share transaction data indicate that the importance of data sharing in end-to-end journeys can be labeled as ‘a great extent’. Apparently, these organisations don’t see added value or are not able or allowed to share other types of data with their ecosystem partners. Nearly all organisations that also share other types of data, share data related to product and/or service innovations. The two exceptions are an organisation in the Hi-Tech and Professional Services sector and the other organisation in the Information Technology sector. The willingness to share data to support transacting in the ecosystem (current collaboration) is higher than sharing data related to exploring initiating innovation and/or future collaboration. The future collaboration is related to the demand as well as to analytics. Surprisingly, reference data for external collaboration is the least shared data type as it is generally not proprietary or competitive information and instrumental for data sharing. Just over 20% the surveyed organisations share this data. The organisations are predominantly Dutch organisations and also small organisations are overrepresented. Figure 3 provides an overview of the types of shared data in end-to-end value journeys.[image: Bar chart displaying the frequency of different categories. The x-axis lists categories such as "Other reasons for admission," "Other medical reasons," "Mental health reasons," and others. The y-axis represents the frequency, ranging from 0 to 50. The tallest bar corresponds to "Other reasons for admission," indicating it is the most frequent category. Other categories show varying frequencies, with "Other reasons for referral" being the least frequent.]
Fig. 3.Types of shared data in end-to-end value journeys (N = 59)



Data sharing can improve decision-making in many ways, ranging from better decisions, faster decisions and more efficient decision making. It might also enable the use of artificial intelligence and machine learning. This is all impacting operating models in organisations. Processes and roles and responsibilities are adjusted due to data sharing in ecosystems. The significance of these changes should not be underestimated. Similarly, data sharing can drive innovation and lead to the development of new business propositions, which will potentially result in adjusting business models of organisations in ecosystems. As the impact of both is significant, organisations need to take well-considered decisions related to data sharing.
Furthermore, addressing important matters such as data ownership, data policies and the allocation of the associated costs is important. In case for some of the ecosystem partners there is no benefit in sharing data, other ecosystem partners might consider offering compensation to these ecosystem partners for sharing their data. This will create value for all involved ecosystem partners and strengthen the entire ecosystem. Acknowledging this construct is complex, and it is pivotal to explore, as in any ecosystem there is no ecosystem partner equality. Valuing the contribution of each ecosystem partner is the start for strengthening partnerships in ecosystems.
The modus for both the impact of data sharing on the operating model and the business model is ‘some degree of impact’. In over 75% of the organisations the impact of data sharing is ‘some degree of impact’ or beyond for both the operating model as well as the business model. This impact is not strongly related to size, sector or geography. However, business models are impacted to a larger extent than operating models. However, in conclusion, data sharing for sure will change both operating models and business models. The impact of disruption on data sharing is summarised in Fig. 4.[image: Bubble chart illustrating the impact of data sharing on operating and business models. The x-axis represents the "Impact of data sharing on business models" ranging from "No impact" to "Great extent of impact." The y-axis represents the "Impact of data sharing on operating models" with similar labels. Bubbles of varying sizes indicate different levels of impact, with larger bubbles representing greater impact. A diagonal line suggests a correlation between the two axes.]
Fig. 4.The impact of data sharing on operating models and business models




Data Quality and Data Governance
The combination of data quality and data governance of shared data in ecosystems are foundational for creating value in end-to-end value journeys. The maturity of both data quality and data governance is still a challenge for many organisations.
Improving data quality starts with understanding the quality of the current data and understanding the future data requirements of an organisation. In improving the quality of the data, clear governance, policies and procedures, and tooling are essential. The policies and procedures include access rights, data classification, and data quality ratings, as well as specific measures to adhere to legislation, where data management tooling facilitates adherence to the policies and procedures and reduces errors by eliminating human interventions- including supporting data correction, cleansing, and consolidation. To be clear, data management tooling facilitates data processing and data access. This tooling is different from the tooling used in artificial intelligence. Also, for artificial intelligence, automated tooling is essential, but equally human oversight on algorithms is a must. The combination of tooling and human oversight further improves the data quality. Data quality in ecosystems is an even bigger topic, as sharing data of poor quality may lead to value destruction in the ecosystem and potentially jeopardising participation in the ecosystem. Also sharing data with partners in the ecosystem exposes organisations beyond using data internally. This is where data governance across the ecosystem plays an important role.
Many organisations are maturing their data governance. Their Chief Data Officers are still working hard on awareness and policies, where the focus in this day and age should be on enabling data owners and data stewards, implementing data management tooling and aligning closely with the data science, analytics, and technology executives and teams. Key to data governance in ecosystems is the alignment across organisations. This requires an additional governance layer with representatives of the ecosystem partners making decisions on what data will be shared. This includes frequency, aggregation level, masking and time lags to ensure commercial interests and compliance for all ecosystems partners are assured, as well as access rights and boundaries to what the shared data may or may not be used for. Dynamics in ecosystems jeopardize the effectiveness of data governance in ecosystems. Also setting up this governance representation must be considered, as for ecosystems with many partners, the workability of a representation of all ecosystems across the ecosystem governance body is low.
The surveyed organisations reported on a 1–7 Likert scale a higher data quality of shared data than their rating of data governance in ecosystems. This is detailed in Fig. 5. The combined maturity is remarkably high, over 40% of the surveyed organisations have a high maturity, where 34% of the organisations have a low maturity1. In previous HPDO studies the reported maturity was much lower. The large survey organisations, with a revenue/budget over 1b Euro, are more mature on both data quality and data governance. Although size is increasing the complexity, due to the size, investments in data quality and data governance are more affordable than for smaller organisations. Also, as expected, highly regulated sectors, such as banking and governmental organisations had higher maturity scores than organisations in other sectors.
The impact of data quality and data governance on both the operating models and the business models, in conjunction with the combination of the data quality of shared data and data governance in ecosystems, which is classified a low, moderate and high, is detailed in Fig. 6. No surveyed organisation indicated ‘no impact’ on both the operating model and the business model. Over 35% of the organisations reported that the impact on both the operating model and the business model was high. Across all surveyed organisations, the impact on the operating model is higher than the impact on the business model. This might be explained by the time it takes to truly innovate in an ecosystem, as the first step is to achieve efficiencies and improve decision-making. Data quality and data governance are intertwined, which explains the pared score. Seventy-five percent of the survey organisations report an equal impact on both the operating model and the business model.[image: Bubble chart illustrating the relationship between data governance in ecosystems (x-axis) and data quality of shared data (y-axis). The chart is divided into three maturity levels: low, moderate, and high. Bubbles of varying sizes represent different data points, with larger bubbles indicating higher significance. The chart shows a diagonal trend from low to high values, suggesting a correlation between data governance and data quality.]
Fig. 5.The data quality of shared data and data governance in ecosystems – Likert scale 1–7 (N = 59)


[image: Bubble chart illustrating the impact of data quality and governance in ecosystems on business and operating models. The x-axis represents the impact on business models, ranging from "No impact" to "Great extent of impact." The y-axis represents the impact on operating models, with similar labels. Bubbles of varying sizes indicate different levels of impact, with larger bubbles representing greater impact. The chart shows a trend from lower left to upper right, suggesting a correlation between the two axes.]
Fig. 6.The impact of data quality of shared data and data governance in ecosystems on operating models and business models (N = 59)




Artificial Intelligence Adoption and Implementation
In the context of creating value in end-to-end value journeys, the purpose of artificial intelligence can be to achieve ecosystem efficiencies, create shared insights and stimulate innovation. This is not fundamentally different from the purpose of artificial intelligence for individual organisations, it is only more complex to implement across ecosystems. For implementation, understanding the requirements and objectives, as well as the technology and tooling stacks, of ecosystems partners is essential. Furthermore, sharing insights based on artificial intelligence has an increased risk level, from both competitive sensitivity as well as compliance perspective. This requires additional ecosystem data governance diligence. Furthermore, regulatory requirements both hinder the sharing of artificial intelligence insights, think anti-trust regulations, as well as drive the sharing of artificial intelligence insights. An example of the latter is European Union putting in place sustainability legislation related to product passports detailing the bill of material. The impact of this upcoming legislation is not yet fully clear.
Three purposes of artificial intelligence stood out. Nearly all surveyed organisations acknowledged process efficiency, insight generation and operational performance as a purpose of artificial intelligence in their organisation. There were no distinct differences for sectors, size and geography across the surveyed organisations. This might be related to the limited sample size. The overview of the purposes of artificial intelligence are detailed in Fig. 7. In addition, the surveyed organisations also use artificial intelligence for quality improvement, compliance monitoring, and internal and external behaviour analytics. The latter can be used for fraud detection and cyber resilience.
Many organisations still have large number of databases or multiple data lakes. Composing a fit for purpose data set for driving artificial intelligence insights requires a lot of effort in many organisations, let alone driving these insights in ecosystems. In addition to the implementation of policies, procedures and tooling, as well as data governance, automation in artificial intelligence is also important. Automation frees up time for data scientists and citizen data scientists to implement checks and balances – basically human oversight. This is, in the context of growing data volumes and the use of artificial intelligence in organisations, essential to avoid the generation of incorrect insights, and confidentiality and compliance breaches.
Introducing artificial intelligence in ecosystems sets the same type of governance requirements as in individual organisations. Being in control is however much more difficult, as the data originates in multiple ecosystem organisations, which hinders the verification of the quality of the data. Also reviewing algorithms is more difficult as there will be differences in the (ethical) values of the ecosystem partners. The latter sets additional requirements for selecting and, over time, evaluating ecosystem partners. This might result in adjustments in the collaborating group of ecosystem partners. Any organisation must focus on the highest possible maturity level of artificial intelligence as the impact of artificial intelligence is increasing due to the rise of data driven decision making. Therefore, the impact on the individual organisation and the ecosystem is significant. In addition to the effort of individual organisations, a collective ecosystem effort in implementing artificial intelligence governance is required.
Only two of the surveyed organisations have a higher 1–7 Likert score for the maturity of artificial intelligence governance than the artificial intelligence automation level. The differences are remarkable. Trusting that automation of artificial intelligence is not reducing the need for adequate artificial intelligence governance, it is providing a solid basis for the implementation of governance. The organisations reporting high levels of automation are the sectors with extended experience in artificial intelligence, such as the banking, and life science and healthcare sectors. Also, large organisations, with a revenue/budget of +1b Euro report a higher level of automation scores. The level of automation is a clear indicator for artificial intelligence maturity. However, it is fair to say that it is more straightforward to automate artificial intelligence than to implement proper artificial intelligence governance. However, organisations must focus on the implementation of proper governance to provide guiderails for automated artificial intelligence. The insights in artificial intelligence levels of automation and governance maturity levels are detailed in Fig. 8.[image: Bar chart displaying various performance metrics. The x-axis lists categories: Market based performance, Financial performance, Sustainability performance, Business process transformation, Insight generation, Operational performance, and Process efficiency. The y-axis ranges from 0 to 50. Insight generation, Operational performance, and Process efficiency have the highest values, while Market based performance has the lowest.]
Fig. 7.Overview of purposes of artificial intelligence (N = 59)


[image: Bubble chart depicting the relationship between the maturity of Artificial Intelligence (AI) governance level on the x-axis and the level of AI automation on the y-axis. Bubbles vary in size, representing different data points. The chart is divided into sections labeled "High maturity," "Moderate maturity," and "Low maturity," with a diagonal line indicating a trend. The axes range from low (1) to high (7).]
Fig. 8.The level of artificial intelligence automation and maturity of artificial intelligence governance level – Likert scale 1–7 (N = 59)



Initially organisations started to structure their artificial intelligence teams centrally. This was due to the scarcity of data scientists and data quality issues that many organisations faced. Clustering this capability was the preferred artificial intelligence operating model for most organisations. Over time, many organisations have improved and expanded their data science capabilities. Data citizens have made their entrance into artificial intelligence of many organisations, never more with the meteoric rise of platforms such ChatGPT. This has significant implications for the artificial intelligence operating model. From a central operating model, these organisations are transforming into a hybrid model. Currently there are a very limited number of organisations who have adopted a 100% decentralized model. It is also questionable if there will be organisations that face no synergies at all, and as a consequence refrain from having a central data science team. The reporting of both data scientists and data citizens is also important. Typically, data scientists are embedded in the technology and innovations teams of organisations. This also enables alignment and impact on artificial intelligence and data technology, and the enterprise and information technology architecture. Operating models support maintaining relationships with the business. Organisations might consider appointing a business sponsor for artificial intelligence. This will enable alignment and supports setting priorities. The data citizens are by nature embedded in the organisation, and outside the technology and innovation teams. This will also drive alignment with the business objectives of their organisational unit and support setting organisational-unit priorities. To ensure alignment with the central team, additional governance structures, including functional reporting into the central team and knowledge sharing sessions, have to be in place. Organisations can also structure their artificial intelligence operating model as fully decentralized. The implication is that there are no economies of scale, in effect artificial intelligence capabilities are in the DNA of all the relevant organisational units. In all fairness, the likelihood that this will happen in the foreseeable future on a large scale is very limited.
First of all, over 15% of the surveyed organisations don’t even have an artificial intelligence operating model. This illustrates the maturity of these organisations, remarkably 40% of these organisations had a revenue/budget of +1b Euro. Most organisations have a hybrid operating model with a dominant central team, where just over 10% of the surveyed organisations reported a central model with dominant decentralized artificial intelligence teams supplemented by a central team, which is setting the standard to support the decentralised teams. About 25% of the surveyed organisations report a 100% central model. Neither their level of artificial intelligence automation, nor their artificial intelligence governance maturity levels, were different for the reported levels by all surveyed organisations. There was only one surveyed organisation that reported a 100% decentralized model – a large global financial institution with a high level of artificial intelligence automation but a low artificial intelligence maturity. For highly regulated organisation, this operating model has high risk profile. The insights in artificial intelligence operating models are detailed in Fig. 9.
The impact of artificial intelligence levels of automation and artificial intelligence governance maturity levels are about equal for operating models and business models, as detailed in Fig. 10, where the maturity of the combination of these two factors is low - over 80% of the surveyed organisations2. The remaining 20% of surveyed organisations report a moderate maturity for these two factors. Only one organisation, a large financial institution, reports a high maturity. The key question is the impact of an increase in the maturity of artificial intelligence governance on both operating models and business models. Obviously increasing the level of artificial intelligence automation should enable strengthening of governance. Especially for highly regulated organisations, it is important to be in control. Proper governance is a prerequisite to both operating models and business models. Also, upcoming legislation related to artificial intelligence in combination with moderate governance might hinder organisations in making the necessary changes to be in compliance. Moderate is not good enough, governance must be high to enable agile responses to changing and growing legislation.[image: Bar chart displaying the distribution of different operating models. Categories on the x-axis include "Not applicable," "100% central operating model," "Combination of central and decentral operation model - predominantly CENTRAL operating model," "Combination of central and decentral operation model - predominantly DECENTRAL operating model," and "100% decentral operating model." The y-axis represents numerical values ranging from 0 to 30. The tallest bar corresponds to the "Combination of central and decentral operation model - predominantly CENTRAL operating model."]
Fig. 9.Artificial intelligence operating models (N = 59)


[image: Bubble chart illustrating the impact of AI automation and governance maturity on business and operating models. The x-axis represents the impact on business models, ranging from "No impact" to "Great extent of impact." The y-axis represents the impact on operating models, with similar labels. Bubbles of varying sizes indicate different levels of impact, with larger bubbles representing greater impact. A diagonal line suggests a correlation between the two axes.]
Fig. 10.The impact of level of artificial intelligence automation and maturity of artificial intelligence governance level on operating models and business models (N = 59)




Dealing with Ecosystem Dynamics
Innovation drives value chain dynamics as innovation opens up new opportunities. As a consequence, organisations consider setting up new ecosystems, participating in additional ecosystems and leaving ecosystems, as innovations present new opportunities. These decisions impact the market. Ecosystems that focus on innovation in combination with collectivism are impacted the least by value chain dynamics. Collectivism manifests itself best by keeping in mind and respecting the interests of all ecosystem partners. Attractiveness for all partners prevails. This requires a long-term perspective that is not always feasible, nevertheless any organisation should always consider the impact of any decision on the value creation of the ecosystem. Data sharing in more stable ecosystems is more straightforward as cross-organisation data governance and policies can be set. The alternative is that individual organisations contractually agree on data sharing. This is increasing not only the required contract effort, but also reduces the transparency in an ecosystem.
Furthermore, organisations will be less involved in ecosystems and, as a consequence, the value chain dynamics will be higher. All the above has a negative impact on value creation in end-to-end value journeys.
Negotiation power is related to the position in an ecosystem, the positions in other value chains, market circumstances, as well as opportunities to participate in other value chains and/or set up new value chains. In short it is very difficult, but also very important for organisations to understand their room to negotiate and to understand the position of their partners and competitors. This is where data sharing can be a key in collaboration. Exchanging data in ecosystems helps organisations better understand the requirements and interests of other partners.
The value chain dynamics are relatively high, as detailed in Fig. 11. On a 1–7 Likert scale the modus is 5. The surveyed organisations that report a value chain dynamic score of 5 or higher are predominantly large, +1b Euro revenue/budget, international organisations. In this category there are also three governmental organisations, which are all small organisations. This might be explained by the nature of their operations and the degree of engaging with non-governmental organisations. The reported negotiation power is quite balanced, some organisations reported low negotiation power, whereas other organisations reported strong negotiation power. As expected, size matters, the organisations that reported a high negotiation power score are predominantly large, +1b Euro revenue/budget, international organisations. Also three governmental organisations reported a high negotiation power score. This might be related to European tendering regulations in the European Union. The combination of the Likert score on value chain dynamics and negotiation power in end-to-end journeys is detailed in Fig. 12. The surveyed organisations reported they have more negotiation power than what they are facing in value chain dynamics for organisations to understand their room to negotiate and to understand the position of their partners and competitors. This is where data sharing can be key in collaboration. Exchanging data in ecosystems helps organisations better understand the requirements and interests of other partners.
Due to the increasing value chain dynamics, organisations must focus on agility and on expanding the number of active ecosystems. Agility will reduce the risks, as organisations are able to respond faster and better to changes in the market. On the other hand, value chain dynamics drive business model changes, as changes in ecosystem collaboration triggers the opportunities to explore additional/alternative value propositions. Furthermore, negotiation power can be used to enforce new business models, such as subscription models. The changes in business models will be beneficial for some ecosystem partners to the detriment of others.
The impact of value chain dynamics and negotiation power on operating models and business models is about equal, see Fig. 12. None of the surveyed organisations indicated there is no impact on both the operating model and the business model. For most organisations, there is some impact on both the operating model and the business model. Where the maturity of the combination of these two factors is moderate3 for over 50% of the surveyed organisations. The remaining surveyed organisations report a low maturity for these two factors combined, expect for one organisation, a small financial institution, reports a high maturity.[image: Bubble chart illustrating the relationship between negotiation power in ecosystems (x-axis) and value chain dynamics (y-axis), both ranging from low (1) to high (7). Bubbles vary in size, representing different data points. The chart is divided into three maturity levels: low, moderate, and high, indicated by shaded regions. A diagonal line suggests a trend or correlation between the two variables.]
Fig. 11.The value chain dynamics and negotiation power in ecosystems – Likert scale 1–7 – where 1 = low and 7 = high (N = 58)


[image: Bubble chart illustrating the impact of value chain dynamics and negotiation power on business and operating models. The x-axis represents the impact on business models, ranging from "No impact" to "Great extent of impact." The y-axis represents the impact on operating models, also ranging from "No impact" to "Great extent of impact." Bubbles of varying sizes are plotted, indicating different levels of impact, with larger bubbles representing greater impact. A diagonal line suggests a correlation between the two axes.]
Fig. 12.The impact of value chain dynamics and negotiations power on operating models and business models (N = 58)




Co-creation
For the importance of creating Intellectual Property (IP) rights in ecosystems not of equal importance in all sectors. Typically for organisations that produce goods the creation of IP rights is more relevant than for services and governmental organisations. Also, the size of the organisation matters, as larger organisations have the ability to free up resources to focus on registering and maintaining and enforcing IP rights. Furthermore, if organisations operate in highly competitive markets with a large number of ecosystems, IP rights can provide protection of both market position as well as margin. Data sharing supports innovation and therefore it can be worthwhile to consider registering and maintaining related IP rights.
The importance of creating IP rights in ecosystems, and in that context sharing data, varies across the surveyed organisations. The importance of creating IP rights in ecosystems and the contribution of data sharing to the creation of IP rights go hand in hand, e.g. if the importance of creating IP rights in ecosystems is high, then the importance of data sharing to the creation IP rights is also high. This is detailed in Fig. 13.
Furthermore, size matters, larger organisations report a high importance in both creating IP rights in ecosystems as well as in the contribution of data sharing to the creation of IP rights. The demarcation between international organisations and national organisations is less significant. Also remarkably, there are numerous service organisations and governmental organisations that report a high importance on both. Further research is required to understand these survey results better.
Organisations which are creating and maintaining IP rights need to set strategies, ranging from no strategy, a defensive strategy or a collaborative strategy, this is detailed in Fig. 14. The smaller the organisation, the harder it is to set strategies and implement defense mechanisms. Also organisations need to implement defense mechanisms which are aligned with their strategy. Good examples of effective defense mechanisms range from informal to formal/legal mechanisms. Organisations that would like to create value in end-to-end value journeys must consider the adoption of the collaborative IP strategy which combines a mix of informal, semi-formal and formal/legal mechanisms.
The intellectual property strategies have an impact on both the operating model as well as the business model. In the operating model, organisations can protect the production of their goods and services, whereas in the business model, organisations can monetise their IP rights. The latter is rarer than making reference to operating models.
Organisations report a comparable impact of IP strategies on operating models and business models. In twelve organisations there is no impact on both the operating model and the business model, this includes predominantly financial organisations and governmental organisations.
Also, the impact of IP strategies in larger organisations is bigger on operating models than in small organisations. The impact of Intellectual Property strategies on operating models and business models is detailed in Fig. 15.[image: Bubble chart illustrating the relationship between the importance of data sharing in creating IP rights and its impact on ecosystems. The x-axis represents the importance of data sharing, ranging from "Not important" to "Great extent of importance." The y-axis shows the impact on ecosystems, from "No impact" to "Great extent of impact." Bubbles of varying sizes indicate different levels of importance and impact, with a diagonal trend from bottom-left to top-right, suggesting a positive correlation.]
Fig. 13.The importance in creating IP rights in ecosystems versus the importance of data sharing in creating IP rights (N = 59)


[image: Bar chart showing the frequency of organizations focusing on different intellectual property strategies. Categories include no IP strategy, defensive IP strategy, and collaborative IP strategy. The chart highlights that the majority of organizations prioritize formal legal intellectual property protection mechanisms. The horizontal bars represent the number of organizations, with the longest bar indicating the most common strategy. The x-axis shows the number of organizations, ranging from 0 to 30.]
Fig. 14.The combination of IP strategies and the defense mechanism per strategy (N = 56)


[image: Bubble chart illustrating the impact of creating IP rights on business and operating models. The x-axis represents the impact on business models, ranging from "No impact" to "Great extent of impact." The y-axis represents the impact on operating models, with similar labels. Bubbles of varying sizes indicate different levels of impact, with larger bubbles representing greater impact. A diagonal line suggests a correlation between the two axes.]
Fig. 15.The impact of creating intellectual property rights on operating models and business models (N = 56)





6 Recommendations
The survey results, the interviews and supplier subject matter expert contributions, and the round tables have provided valuable insights. Synthesizing these inputs resulted in nine recommendations that will keep organisations in check. The recommendations are clustered into three themes: 1. Strategic orientation, 2. Getting the basics rights and 3. Ecosystems.
The recommendations will strengthen the position of organisations in ecosystems and increase the value creation in end-to-end value journeys.
1. Strategic Orientation
Understanding the current market position of the organisation and any upcoming market developments and legislation is important. The following actions are typically allocated to representatives responsible for operations.
1.1 Market position: Assess in which end-to-end value journeys the organisation participates and identify the profitability, risks and strategic importance of each end-to-end value journey. Identify in which of the value chains the organisation has a pivotal role and in which value chains the organisation can be easily replaced by another partner and include the likelihood of being replaced over time in 12, 24, +24 months. In the assessment of the value chains also map out the partners and their contributions to the ecosystems, as input for painting the overall market position of the organisation.
1.2. Market developments: Assess the relevant innovations for the organisation and for the end-to-end value journeys the organisation is involved in at this moment or in the future. Also include in this assessment the anticipated responses of the current ecosystem partners and competitors, as this might have implications for the power balance in ecosytems, as well as in the market. Furthermore, it is important to keep an eye on potential new entrants. These can be start-ups but also organisations that are expanding into the market. Prepare scenarios on how to respond best to the potential outcomes of the assessments.
1.3. Regulatory developments: Assess the impact of upcoming relevant legislation on the organisation, the ecosystems the organisation operates in and on competition. The relevant legislation is not limited to national legislation, especially European Union legislations have a much broader impact. The assessment must be a balanced perspective, both risks, but also opportunities, must be taken into account. This helps organisations to anticipate upcoming legislation, which is beneficial for all partners in the ecosystems. Furthermore, organisations need to set a strategy for dealing with legislation. Organisations should always operate in full compliance; alternatively, an organisation can be more aggressive and operate more boldly by interpretating legislation.
2. Getting the Basics Right
Implementing proper date management and data governance is key to getting the basics right. The actions below are typically a joint responsibility of both the Chief Data Officer and the Chief Information Officer.
2.1. Data quality: Assess the data quality and the data governance of the organisation. This includes data policies and data ownership. The data ownership must be in the business, where data owners must be supported by data stewards, who are also positioned in the business. All of the above must be addressed by the Chief Data Officer. Furthermore, assessing data management tooling is important - what is the level of automation in the organisation? Addressing the data management tooling is with both the Chief Information Officer, related to the enterprise and IT architecture, and the Chief Data Officer, related to the information and insights requirements.
2.2. Data resilience: Monitor the quality and added value of data, especially for data and insights that the organisation shares with other partners in the ecosystem. As the volume of data and insights are continuously growing, this is not a one-off action, in an ideal situation monitoring is real time. Organisations need to implement processes and tools that are continuously monitoring. Data governance falls directly under the responsibility of the Chief Data Officer. With regards to insights, organisations need to keep a close eye on the algorithms and training data, which require data analytics policies and a rule board to assess artificial intelligence.
2.3. Data sharing: Agreeing on the exchange and conditions for exchanging data in the ecosystem is important. For conditions it is important to explore the commercial, as well as the compliance implications. Organisations need to be mindful that, due to changes in the market and/or in legislation, the impact is different over time. In order to implement this properly, data governance needs to be implemented across ecosystems. With the dynamics many end-to-end value journeys are facing, cross-ecosystem governance can be replaced by contractual commitments. Typically, contractual commitments reduce data sharing. The responsibility for this action is predominantly with the Chief Data Officers, who must align with their organisation to better understand the data needs of their organisations.
3. Ecosystems
Improve collaboration and drive innovation. The below actions are typically allocated to representatives responsible for operations and the Chief Data Officer.
3.1 Expand data sharing: Participate in initiatives that focus on improving and expanding data sharing in ecosystems. The initiatives are typically innovation related, and more fixated on adjusting business models than operating models and are driven by representatives responsible for the business models. In addition, it is important to focus on setting up governance bodies across the ecosystem. This also requires additional focus on improving data quality, which is typically driven Chief Data Officers.
3.2. Implement data-driven decision making: Implementing a combination of algorithms enabling repetitive, simple, and automated decision making and making data available for one-off, complex decision making, will enable data-driven decision making in ecosystems. This not only requires clean data, but also strong governance to ensure that the outcomes of both categories are correct. A step-by-step approach for the implementation of algorithms reduces risks, where making data available is more a matter of gradually improving data quality. Setting priorities for data quality improvements will benefit both categories.
3.3 Focus on talent management: Educating, recruiting, and retaining talent are essential in sharing data in ecosystems. Organisations need to build up their capabilities in data and data analytics in both the technology as well as in the operational domain. Nurturing data citizens is essential for expanding data sharing and implementing data-driven decisions. Furthermore, embedding data ownership in the operational domain also requires evangelisation. Understanding the benefits of true data ownership is helpful in embracing data ownership responsibilities. Furthermore, organising support, in the form of data stewards, for the data owner is essential.

7 Limitations and Future Research
Due to the nature of any survey, it is more difficult to understand the impact of data sharing. To better understand the impact, more qualitative research might be required, such as case studies or expert interviews. Furthermore, despite this research is conducted in the Netherland only this research includes 58% international respondents and 42% Dutch respondents. Finaly this research includes a low number of participants: 59 respondents. A larger and more international survey, as well as a higher response rate would have mitigated these concerns to a certain extend. Despite the subject matter expert contribution of suppliers, the supplier perspective of exit management also is missing in the survey. Suppliers might be able to add additional insights in exit management and co-creation in ecosystems.
Additional data also will enable to understand the relationship between the research topics better and to move beyond descriptive statistics. As a next step in this research both longitudinal studies and comparative analyses across regions must be considered.

8 Conclusion
Over the last decade data, data sharing and data analytics have already had a significant impact on value creation in end-to-end value journeys and ecosystems. The exponential growth of data has opened opportunities to optimize operations, enrich products and services with data, and monetise data.
Collaborating and sharing data in ecosystems enables further opportunities. Keep in mind this is only the start, as artificial intelligence, is still in its infant state. Setting up central data analytics teams and adding data citizens to organisational units will ensure artificial intelligence is also embedded in the organisations. For many organisations this implies that a significant effort is required to build up these capabilities. Also, for the foreseeable future, the artificial intelligence operating model will always have a central element. When the artificial intelligence capabilities mature, organisations might also consider having decentralised artificial intelligence resources. Having a fully decentralised artificial intelligence operating model is difficult to imagine. Large scale leveraging of artificial intelligence generates additional and advanced insights in end-to-end value journeys. Artificial intelligence also triggers innovation. It supports collaboration between ecosystem partners and enables an agile approach to innovation, as simulations and pathfinding are contributing to innovation success. However, organisations must acknowledge that increased data volumes and use of artificial intelligence increases the bar for both data management and data governance. These need to be implemented in organisations, as well as across the ecosystem. This is where tooling is essential, as this provides a foundation for improving the data quality and ensuring proper data usage by strict access management provisions. Also making templates and standard processes available enables the exchange of data and insights in ecosystems. What ecosystems need are plug-and-play concepts to share data and insights. This must be the focus of the governance body across the ecosystem.
1. Operating Models
Data-driven approaches will adjust operating models of all organisations. Achieved efficiencies will enable investment in innovation. Sharing data and insights in ecosystems will result in innovations and new business models. The winner takes it all!
Some ecosystems are facing a lot of challenges by incumbent partners leaving the ecosystem, while on the other hand also new partners joining the ecosystem. These value chain dynamics jeopordise the sharing of data and the joint innovation. However, only anti-trust legislation can stop market dominance of a hand full of ecosystems. This is not challenging; legislation is a fact of life. Organisations must keep a close eye on legislation, including upcoming legislation, and make sure they understand the impact of the legislation on their organisations and the ecosystems in which they are operating.
It is important that organisations set a clear strategy for dealing with data and analytics related legislation, given its importance for creating value in end-to-end value journeys and the number and impact of expected upcoming relevant legislations. Some organisations adopted more risk averse strategies where other organisations adopted more aggressive strategies. For setting the strategy, the sector in which the organisation operates, and corporate values of an organisation, provide important guidelines.
Typically, highly regulated large organisations are more conservative, whereas new entrants, not limited to start-ups, are more aggressive. Deliberate decision making is important. However, organisations need to keep in mind that in turbulent times a too conservative approach to legislation potentially weakens the position of the organisation in ecosystems as well as competitiveness of entire ecosystems.
2. Business Models
In addition to changing operating models also business models will change due to sharing of data and insights. Due to the emerging developments in sharing data and insights, the impact is not as significant as the impact on operating models. It would be safe to assume that over time the impact on business models will exceed the impact on operating models. With respect to co-creation the outcomes in this study were different from expected. For organisations that manufacture products the expectation was that creating and registering intellectual property rights would be important in creating value in end-to-end value journeys. Most of the surveyed organisations didn’t have a focus on creating and registering intellectual property rights and either had none or a defensive intellectual property strategy. The main arguments were that the registration effort is significant, and the protection is limited. Organisations consider the speed of innovation as a better strategy to stay ahead of the competition. With the continuous growth of data volumes and the potential of artificial intelligence, this is a defendable strategy, if not a better strategy.
In Conclusion
Sharing data and insights in ecosystems will continue to fuel innovation and enable value creation in end-to-end value journeys. In the next decade, organisations with strong capabilities in these areas will disrupt. This sets a clear agenda for the leadership of any organisation.
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Footnotes
1Both the data quality of shared data (DQ) and data governance in ecosystems (DG).
maturity are scored on a 1–7 Likert scale. The maturity of the combination of DQ and.
DG is classified as follows: Low maturity if either DQ or DG, or both have a score =  < 
3. Moderate maturity if both DQ and DG are > 3 and < 6. High maturity is both DQ and DG >  = 6.

 

2Both the level of artificial automation (automation) and artificial intelligence governance (governance) maturity are scored on a 1–7 Likert scale. The maturity of the combination of automation and governance is classified as follows: Low maturity if either automation or governance, or both have a score =  < 3. Moderate maturity if both automation and governance are > 3 and < 6. High maturity if both automation and governance >  = 6.

 

3Both the value chain dynamics and negotiation power are scored on a 1–7 Likert scale. The combination of value chain dynamics and negotiation power is classified as follows: Low maturity if either value chain dynamics or negotiation power, or both have a score =  < 3. Moderate maturity if both value chain dynamics and negotiation power are > 3 and < 6. High maturity if both value chain dynamics and negotiation power >  = 6.
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Abstract
The paper examines the transformative impact of artificial intelligence (AI) on offshore software outsourcing, with a focus on how AI-driven tools like GitHub Copilot and ChatGPT are reshaping development practices and vendor dynamics. These tools automate routine coding tasks, improve code quality, and accelerate development timelines, creating new value propositions for offshore vendors. This paper argues that the shift to AI demands a redefinition of vendor roles, emphasizing adaptability, knowledge integration, and higher-value contributions beyond traditional coding. Offshore vendors should now move up the value chain and embrace innovation, design, and consultancy roles to remain competitive. In combining theoretical insights with case-based observations, this paper proposes a future framework for AI-integrated outsourcing ecosystems. This framework addresses key challenges such as talent reskilling, collaboration models, and governance structures. Ultimately, the paper highlights that while AI presents efficiency gains, it also compels offshore vendors to evolve strategically and organizationally to sustain their relevance in an AI-dominated software industry.
Keywords
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1 Introduction
The offshore software outsourcing landscape is rapidly transforming, with artificial intelligence (AI) playing an increasingly prominent role. AI-powered coding tools, such as GitHub Copilot and ChatGPT, are transforming software development by automating repetitive tasks, enhancing code optimization, and streamlining the development process. These AI-driven technologies are not only transforming the technical aspects of software development but are also reshaping the competitive dynamics within the offshore software vendor landscape. While existing research has explored the general impact of AI on various industries (e.g. [1, 2]), the specific implications of AI tools on the offshore software outsourcing sector remain largely unexplored.
An example is the Vietnamese offshore software development market (see [3–5]) which has emerged as a prominent player in the global outsourcing landscape, owing to its skilled workforce, competitive cost advantages, and growing technological capabilities [6]. However, the specific ways in which AI-powered coding tools are reshaping the operations, competitiveness, and client-vendor relationships within this market have only little been analyzed.
This exploratory study investigates how AI-powered coding tools are transforming the Vietnamese offshore software outsourcing landscape from the perspective of offshore software vendors. By examining the perspectives of various personnel within strategically selected Vietnamese offshore providers, this research will explore the factors influencing AI tool adoption, the perceived impact on agility, adaptability, productivity, and the required skillsets within the IT industry. From a scientific view, the findings contribute to the offshoring literature and from a practical view, training programs in the offshore outsourcing sector may be enhanced.
This paper analyzes the multifaceted impact of AI-powered coding tools on the offshore software development industry in Vietnam. The Vietnamese software development market has gained emerged as a prominent hub for offshore software outsourcing due to factors such as the availability of a large pool of skilled and cost-effective technical talent, as well as the government’s proactive efforts to develop the country’s IT infrastructure ([6, 7]. The software offshoring market is characterized by a diverse range of offshore vendors, from large-scale enterprises to small and medium-sized firms [8]. These vendors cater to a global client base, offering a wide array of software development services, including web and mobile application development, enterprise software solutions, and specialized niche offerings. The present research aims to understand how novel tools based on generative AI [9] are influencing operational processes, competitiveness, and client-vendor relationships. It is guided by two central questions:	1.
How are AI-powered coding tools influencing the adoption, perceived agility, adaptability, code quality, productivity, and required skillsets within Vietnamese offshore software vendors? This question addresses the core operational and competency-related aspects of AI integration. It aligns with existing literature that emphasizes the importance of technological capabilities and human capital in achieving organizational agility and responsiveness [4].

 

	2.
How are AI tools reshaping client-vendor relationships in the context of offshore software outsourcing, specifically concerning collaboration, trust, and contractual agreements? This question explores the broader implications of AI adoption on the collaborative dynamics between vendors and clients. It resonates with research that highlights the critical role of trust, communication, and contractual clarity in successful outsourcing partnerships [3].

 





By addressing these questions, this study aims to provide insights into AI’s transformative potential in the offshore software development landscape and to offer guidance for vendors seeking to effectively leverage AI while navigating its associated challenges. By examining perspectives from personnel at randomly selected Vietnamese offshore providers, the findings shed light on AI tool adoption factors, perceived impacts on agility and adaptability, evolving metrics for code quality and productivity, and the evolving skill demands and competitive dynamics in the industry.

2 Literature Review
The following chapter summarizes several studies, which have explored the impact of AI on software development and offshore outsourcing. Based on the literature and existing applications in various industries, such as tourism [10] and human resources [11], it shows that the specific implications of AI tools on the offshore software outsourcing landscape remain largely unexplored.
2.1 AI in Software Development
As mentioned in the introduction, the rise of AI-powered tools, such as GitHub Copilot and ChatGPT, is significantly transforming the software development industry [12]. These powerful AI-powered assistants [13] leverage advanced machine learning algorithms to provide developers with a remarkable array of capabilities ranging from generating code snippets and detecting bugs, to suggesting code optimizations and completions [14, 15] and have the potential to increase efficiency, reduce risks, and enhance project success rates in agile software development [16, 17]. Research has consistently demonstrated that the integration of these AI coding tools can significantly enhance developer productivity and improve overall code quality [2]. Studies have shown that these tools can automate repetitive and time-consuming tasks, reduce error rates, and even identify opportunities for code optimization [2, 18]. Based on their survey of 207 software developers, Vaillant et al. found that 79.7% of respondents reported increased productivity due to ChatGPT, with 71.5% perceiving improvements in the quality of their work [19]. This leads to faster development cycles, improved software reliability, and greater efficiency in the software engineering process [20]. Furthermore, 87.9% of the surveyed developers believed that ChatGPT would have a significant impact on the software development industry in the coming years [19].
Additionally, AI promises to help in breaking down complex development processes for stakeholders, enabling more informed decision-making [17]. Existing research emphasizes the growing importance of factors like agility, adaptability, and building strong client-vendor relationships in driving success in IT outsourcing arrangements, rather than relying solely on cost advantages [3, 21, 22]. This shift aligns with the increased accessibility of AI tools, which can empower offshore vendors to better serve the evolving needs of their clients.
While research has highlighted the potential benefits of integrating AI coding tools, such as improved developer productivity and code quality, some studies have raised concerns about the long-term implications of these technologies [2, 15, 18]. Specifically, there are worries that the increased automation of certain software development tasks could lead to job displacement within the industry [12]. Additionally, the reliance on AI-powered tools may diminish the need for certain traditional software engineering skills, potentially reshaping the required skillsets for developers. Furthermore, the opaque nature of some AI systems raises questions about the transparency and interpretability of the code they generate, which could impact software maintainability and reliability in the long run [23]. Ultimately, the adoption of AI coding tools within the software development workflow requires careful consideration of the associated challenges and potential unintended consequences [2].

2.2 Offshore Outsourcing
Offshore software outsourcing has emerged as a widely adopted practice among businesses seeking to access skilled labor at competitive costs. This strategy enables enterprises to enhance their development capabilities and maintain a competitive edge in the market [24]. Traditionally, the success of IT outsourcing arrangements was primarily driven by the pursuit of cost advantages. However, recent research suggests a notable shift in focus, with critical factors such as agility, adaptability, and the cultivation of strong client-vendor relationships now taking on increased significance. This shift aligns with the growing recognition that sustainable success in offshore outsourcing requires more than cost savings. It necessitates the ability to respond swiftly to changing market demands, adapt to evolving client needs, and establish robust partnerships built on trust and effective communication. Establishing and maintaining trust, ensuring effective cross-cultural communication, and navigating the challenges posed by cultural differences have emerged as vital elements for cultivating successful offshore partnerships [25, 26]. However, the introduction of AI-powered tools like GitHub Copilot and ChatGPT is set to drastically transform the communication and collaboration dynamics between offshore vendors and their clients. These advanced AI assistants can streamline development processes, facilitate more seamless information sharing, and enable more efficient cross-cultural coordination [27].
As offshore vendors adapt to this AI-driven landscape, they must renegotiate various aspects of their client relationships. Factors like transparency, responsiveness, and the ability to address issues proactively will take on heightened importance, as AI tools can enhance vendor capabilities but also introduce new complexities. Offshore providers will need to invest in developing strong relational ties with clients, fostering a climate of trust and confidence that is crucial for the long-term viability and success of these software development collaborations, despite the transformative changes brought by AI integration [24]. Effective collaboration and coordination practices will remain key, as factors like the physical distance between the client and vendor may still influence the dynamics and outcomes of these outsourcing arrangements [26]. Building a shared understanding, aligning expectations, and developing robust communication channels has been recognized as essential for overcoming the logistical and cultural barriers inherent in these geographically dispersed partnerships [28], even as AI tools reshape the software development landscape.


3 Research Methodology
This study investigates the intersection of the growing adoption of AI-powered coding tools and the evolving landscape of offshore software outsourcing, focusing on the Vietnamese software development market. While existing research provides insights into AI in software development and offshore outsourcing separately, it aims to address this gap by conducting an in-depth investigation into how the introduction and adoption of transformative AI technologies, such as GitHub Copilot and ChatGPT, are impacting offshore software vendors in Vietnam. The research will delve into the ways these AI-powered tools and technologies are being integrated and utilized by Vietnamese offshore software providers, examining how the adoption of AI capabilities is affecting key aspects of the software development process, including developer productivity, code quality, adherence to best practices, and overall engineering workflow efficiency. Furthermore, the study will explore the influential role of AI in reshaping the dynamics of client-vendor relationships within the offshore outsourcing landscape. By focusing on the vendor perspective, often underrepresented, the research seeks insights into the challenges and opportunities associated with integrating AI capabilities into the offshore software development landscape. These insights shall contribute to academic understanding of this emerging trend and provide practical guidance to offshore vendors and their clients as they navigate the evolving landscape of AI-driven software development.
Based on exploratory endeavor, a qualitative research approach, conducting semi-structured interviews with personnel from Vietnamese offshore software providers, has been chosen. This approach enables an in-depth examination of individual experiences and perspectives. The participants included developers, project managers, team leads, and executives, providing insights from diverse roles and responsibilities within the organizations. The diversity of participants facilitated analysis of responses based on the interviewees’ expertise and responsibilities within the organization.
3.1 Interview Methodology
The study selected twelve offshore vendors from different regions across Vietnam to ensure a well-rounded understanding of how regional variations may influence the adoption and impact of AI tools. This geographical diversity strengthens the study’s generalizability and provides a comprehensive perspective on the factors shaping AI integration within the Vietnamese offshore software development landscape. It aims to provide guidance to both offshore software vendors and their clients, helping them navigate the evolving landscape of AI-powered software development and foster effective, adaptable, and beneficial partnerships. The semi-structured interview format followed a guideline designed to address key research questions, each grounded in existing literature:	Question Section 1: Background and Experience: This section gathered background information on the interviewees, including their roles and experience in software development and offshore outsourcing. This helped understand their perspectives on AI adoption and its impact on their work. This approach aligns with prior studies that categorized participants by their roles within the IT organization [3]. Additionally, questions assessed the interviewees’ familiarity with AI-powered coding tools like GitHub Copilot and ChatGPT, similar to research that has explored developers’ perceptions and usage of such tools [19].

	Question Section 2: Adoption Factors, Digital Platforms, Agility & Adaptability: This section explored the various factors, both facilitating and impeding, that influence AI adoption by Vietnamese offshore software vendors. It echoed Davenport’s concerns about the importance of organizational readiness and strategic alignment in successful AI integration [1]. The investigation went beyond technical considerations, delving into the organizational, cultural, and economic aspects of AI adoption. This comprehensive approach was valuable for understanding the broader context of AI adoption in the Vietnamese offshore software market. Notably, this research also examined how digital platforms, such as Upwork or Freelancer.com, might shape the adoption of AI tools in the outsourcing context, potentially offering a novel contribution to the existing literature.

	Question Section 3: Code Quality, Best Practices & Client Expectations: This section addressed the aspect of code quality, a central theme in software engineering literature (e.g., [29, 30]). It explored how AI might impact existing quality assurance processes and the adherence to best practices, which helps to understand how AI tools can be integrated into existing workflows without compromising code quality or industry standards. Furthermore, it investigated how AI might affect communication and the understanding of client needs, recognizing that client expectations are paramount in the client-centric nature of outsourcing.

	Question Section 4: Productivity Gains, Project Management & Competitiveness: This section focused on the potential benefits of AI, aligning with research on AI’s impact on productivity and efficiency (e.g., [11]). It investigated the practical benefits of AI in terms of time savings and project management enhancements, which is crucial for understanding the tangible benefits of AI adoption for offshore software vendors. It also explored the strategic implications of AI adoption, linking to the idea that AI can be a source of competitive advantage [1].

	Question Section 5: Skills Evolution, Workforce Development & Freelancing: This section addressed the aspect of workforce transformation in the face of AI, echoing the need for upskilling and reskilling emphasized in numerous studies. It explored the evolving skillset required for developers in the age of AI, aligning with the ongoing discussion about the future of work and the skills needed to thrive in an AI-powered world. It also addressed the potential impact of AI on the workforce, acknowledging the concerns about job displacement while emphasizing the importance of upskilling and retraining. Furthermore, it explored how AI might reshape the freelance landscape and create new opportunities or challenges for independent developers, which is particularly relevant to the Vietnamese context, given the prevalence of freelancing [12].

	Question Section 6: Client-Vendor Relationships, Trust & Contracts: This section examined the impact of AI on the client-vendor relationship, another important aspect of outsourcing success. It explored how AI might alter the dynamics of client-vendor collaboration, potentially leading to new models of interaction and project execution. It also addressed the ethical and legal implications of using AI in outsourcing, highlighting the importance of trust, transparency, and contractual clarity [3].






3.2 Data Collection and Analysis
The interviews, lasting between 45 and 60 min, were conducted partly in Vietnamese or English, based on the interviewees’ preferences, and all interview records and reports were translated into English to facilitate analysis and reporting. This flexibility in language accommodates participant needs and ensures accurate data collection. The interview guide, comprising 6 question sections (listed in the previous section) and 13 detailed questions, was designed to deeply explore the research questions outlined in the introduction. The collected interview data were analyzed using rigorous thematic analysis techniques to identify the key themes and patterns directly relevant to addressing the research questions. Through a systematic and in-depth examination of the interview transcripts, the research team was able to uncover meaningful insights that shed light on the multifaceted impact of AI tools on the Vietnamese offshore software outsourcing industry.
The interview data were analyzed using thematic and interpretive analysis techniques [31]. The transcripts were initially coded to identify recurring themes and patterns related to the research questions. This involved carefully examining the interviewees’ responses to identify key concepts, ideas, and opinions. Following the initial coding, the identified themes were further analyzed and interpreted to understand their significance and implications in the context of the research questions. This interpretive analysis involved a deeper reflection on the meaning of the themes, considering the various perspectives and experiences shared by the interviewees. The analysis specifically focused on factors influencing AI tool adoption, the impact of these tools on agility and adaptability, methods for measuring code quality, quantification of productivity gains, implications for workforce development, and transformation of client-vendor relationships. The final step integrated the key findings from the thematic and interpretive analysis into a cohesive narrative that addressed the research questions and provided insights into the impact of AI on the offshore software vendor landscape in Vietnam. The findings are presented in the next section, supported by illustrative quotes from the interviewees, which provide rich qualitative insights into the experiences and perspectives of the Vietnamese offshore software vendors regarding the adoption and impact of AI tools.


4 Findings
The interview data provided a multifaceted depiction of how Vietnamese offshore software vendors adopt AI technology. It shows that individual developers and testers have enthusiastically embraced AI tools, primarily motivated by personal efficiency gains and the ability of these tools to act as personal assistants. However, this enthusiasm has not yet translated into a strategic vision at the organizational level, with many companies lacking a cohesive strategy for AI implementation. This disconnect raises concerns about missed opportunities to harness the full potential of AI for broader business objectives. Additionally, the interviews highlight several ethical considerations that need to be addressed to ensure responsible and transparent AI adoption.
4.1 Individual Use of AI Tools
On the individual level, the interviews revealed a widespread and enthusiastic adoption of AI-powered coding assistants, such as GitHub Copilot and ChatGPT, among developers. This is evident from the statement by one of the interviewees: “For the developers, I think they are looking for some suggestions in coding.” The interview data indicated that these AI tools were used on a daily basis by employees across the Vietnamese software outsourcing industry, with both developers and testers leveraging them for a variety of tasks, including code generation, bug detection, and code optimization. This finding highlights the growing prominence and integral role of AI tools in the daily work of software development professionals within these offshore vendors.
However, the interviews also suggested that the adoption of AI tools is not yet standardized, and the extent of their use varies significantly among individuals and companies. Some interviewees reported extensive use of AI tools for tasks like code generation, bug detection, and testing, while others had only experimented with them or not used them at all. This variation in adoption and usage patterns may be attributed to several factors, including awareness and understanding of the tools, cost and resource considerations, concerns about the reliability and quality of AI-generated code, organizational culture, employee acceptance, and security and legal implications.
Despite this variation, there was a general consensus among the interviewees that AI tools have the potential to significantly benefit the software development process. They cited benefits such as increased efficiency, improved code quality, idea generation to solve problems, and reduced development time. However, they also acknowledged the importance of using AI tools thoughtfully and strategically, ensuring that they complement rather than replace human expertise. As one interviewee aptly stated, “I would like to apply AI for, but it is not for all the people here.”.

4.2 Role of Personal Efficiency and Benefits
A key theme emerging from the interviews was the significant role personal motivation plays in adopting AI tools. Developers and testers were primarily driven by the desire to enhance their own efficiency and streamline their individual workflows. They saw AI tools as a means to alleviate tedious tasks, improve code quality, and ultimately become more productive in their daily work. This focus on individual efficiency was evident in several interviewees’ remarks. One developer highlighted the time-saving benefits of AI tools, stating, “Tools like GitHub Copilot can automatically complete code snippets based on the current context, which helps programmers write code faster and minimize errors.” This sentiment was echoed by another interviewee who praised the ability of AI to “suggest more efficient ways to write code, ultimately helping to optimize application performance.” These quotes illustrate the appeal of AI tools in empowering developers to work more efficiently and effectively.
At the same time, the interviews revealed that the use of AI tools was not without its challenges. One developer noted that while AI tools like Copilot and CodeVista can help generate code quickly and accurately, they sometimes struggle to comply with specific client patterns. “This shortcoming requires programmers to manually modify and resolve the code, as they cannot rely on AI to provide the necessary patterns.” Despite these challenges, the overall sentiment was that AI tools are valuable assets for enhancing personal efficiency and productivity.
The emphasis on individual efficiency and benefits raised important questions about the broader implications of AI tool adoption. While individual developers and testers were eager to embrace these tools, it was important for companies to consider how to leverage this enthusiasm to achieve strategic goals and promote company-wide benefits. This includes providing adequate training and resources, establishing clear guidelines for AI usage, and fostering a culture of responsible and ethical AI adoption.

4.3 AI Tools as Personal Assistants
A key theme emerging from the interviews was the contrast between the enthusiastic use of AI tools by individual developers and testers and the lack of a cohesive, company-wide strategy for their implementation. Developers and testers saw AI as valuable personal assistants, capable of enhancing their efficiency and effectiveness in various tasks. They appreciated the ability of AI to “suggest more efficient ways to write code, helping to optimize application performance” and to “detect non-optimal code snippets and suggest alternatives.” The appeal of AI tools was seen in their capacity to augment individual capabilities and streamline workflows, allowing developers to focus on more complex and creative aspects of their work. This is further exemplified by the appreciation for AI’s ability to automate code generation: “AI can convert natural language descriptions into source code. For example, a programmer only needs to describe the function they want, and the AI will automatically generate the corresponding code.”
However, this individual enthusiasm has not yet translated into a strategic vision at the organizational level. While developers were eager to leverage AI for personal productivity gains, companies appeared to be lagging in formulating comprehensive strategies for AI adoption and integration. One manager said “I can say that we are in the very initial phase of experimenting with the AI tools. We know the few AI tools that could be beneficial for our work…we have seen that our developers, some of the developers already employs those kinds of tools, but mostly for their personal work.” This disconnect raises concerns about missed opportunities to harness the full potential of AI for broader business objectives. The absence of a holistic approach suggests that companies may not be adequately addressing the challenges and implications of AI adoption, such as data security, ethical considerations, and the need for workforce retraining. This lack of strategic direction could hinder the long-term benefits that AI could bring to the Vietnamese software outsourcing industry.

4.4 Lack of Strategic or Holistic View
Another finding pertains to the lack of strategic focus on the use of AI tools at the organizational level. While individuals were utilizing AI tools to enhance their efficiency and streamline tasks, there was limited evidence suggesting that companies have been implementing these tools holistically or strategically to achieve broader business objectives. This indicates a potential gap between individual adoption and organizational strategy in leveraging AI’s transformative potential. One interviewee, when asked about their company’s approach to AI implementation, stated, “I can say that we are in the very initial phase of experimenting with the AI tools… Not in an actual project due to some restriction.” This statement highlights the tentative and limited approach many companies are taking towards AI adoption. Another interviewee, representing a small company, revealed a reliance on traditional methods for quality control, stating, “As a small company, we use Peer Review processes to measure the quality of code. For the released product, we have an in-house QA team.” This suggests a lack of exploration into how AI tools could be integrated into existing workflows to potentially enhance quality control processes.
Furthermore, the interviews suggested that companies were missing opportunities to leverage AI tools for broader applications beyond coding and testing. When asked about using AI for predicting customer needs, one interviewee simply responded, “No”. Similarly, another interviewee, when asked about the potential of AI tools to support broader development processes, also responded with “No”. This lack of awareness or initiative in exploring AI’s potential beyond individual tasks indicates a missed opportunity for companies to leverage AI for broader business objectives. It underscores the need for companies to develop a company-wide AI strategy that outlines how AI tools can be used to achieve broader business objectives, such as improving efficiency, productivity, and competitiveness. This strategy should go beyond simply allowing employees to use AI tools for individual tasks and instead focus on integrating AI into various aspects of the software development lifecycle. As one interviewee suggested, AI tools may be used to enhance flexibility and agility in meeting changing customer requirements. However, when asked for a specific example, the interviewee simply stated, “I describe it as doing what I want it to do.” This highlights the need for companies to guide and strategize AI adoption to ensure it aligns with broader organizational goals and objectives.

4.5 Ethical Considerations
The integration of AI tools in software development brings forth a range of ethical considerations. Transparency with clients is paramount and companies should disclose the usage of AI tools, their functions, and their potential impact on projects. This ensures trust and manages client expectations. Additionally, developers need to understand the AI’s process to prevent over-reliance on its output. Open communication about AI usage addresses potential trust concerns from clients worry of AI-generated code. In addition, data security and privacy are ethical concerns. Robust security measures and explicit consent for data usage in AI applications are necessary. Companies should prioritize data protection and regulatory compliance to maintain client trust and avoid legal repercussions. Intellectual property rights in AI-generated code require clear policies to prevent infringement. Ownership and usage rights should be discussed with clients, especially in outsourcing scenarios. Establishing contractual agreements and ownership protocols is essential.
Finally, accountability for AI-assisted development is vital. Roles and responsibilities for developers, testers, and managers must be defined to ensure the quality, accuracy, and ethical implications of AI-generated code. Clear guidelines and accountability mechanisms ensure compliance with client requirements and ethical standards. By proactively addressing these ethical considerations, companies can promote responsible AI adoption, ensuring these tools benefit both the company and clients while aligning with ethical principles and societal values.


5 Discussion and Implications
This study’s findings contribute to the understanding of AI’s influence on offshore software development by highlighting a potential disconnect between individual enthusiasm for AI tools and the lack of strategic organizational implementation. While individual developers are eager to use AI for personal efficiency gains, most of the surveyed companies lack a cohesive strategy for AI adoption and integration. This observation aligns with previous research that has emphasized the importance of organizational capabilities and strategic alignment in achieving successful technology implementation. For instance, Søderberg et al. (2013) have highlighted the significance of organizational commitment, knowledge transfer, and interconnectedness between client and vendor activities for successful outsourcing outcomes [27]. The lack of such strategic alignment in the context of AI adoption, as observed in this study, may impede the full realization of AI’s potential benefits. This study also found that AI tools are currently underutilized in critical areas like requirements analysis and communication, despite their potential to improve efficiency and bridge geographical and cultural gaps in offshore outsourcing. This suggests that vendors may be missing opportunities to leverage AI’s capabilities beyond just code generation, which could lead to more holistic benefits for both the vendor and the client.
Overall, the study’s findings emphasize the necessity for a deeper understanding of the ethical ramifications of artificial intelligence (AI) in offshore software development. The potential of AI to enhance communication and requirements analysis in offshore outsourcing offers a new perspective on AI’s ability to bridge geographical and cultural gaps. Effective communication is known to be crucial in offshore relationships, as it can help to build trust, reduce misunderstandings, and ensure that projects are completed successfully. AI can positively support communication in several ways. For example, AI-powered translation tools can help to overcome language barriers and cultural misunderstandings.
Additionally, AI can be used to analyze communication patterns and identify areas for improvement. By leveraging AI to enhance communication, businesses can improve the efficiency and effectiveness of their offshore relationships. However, the introduction of AI-powered coding tools raises various ethical concerns that vendors should address. These include data security, intellectual property rights, algorithmic bias, and accountability for AI-generated outputs. To maintain client trust and social responsibility, vendors must proactively develop and implement ethical frameworks to ensure the responsible and transparent use of these technologies.
The lack of strategic focus on AI at the organizational level raises concerns about missed opportunities to harness AI’s full potential for broader business objectives. Companies may not adequately address the challenges and implications of AI adoption, such as data security, ethical considerations, and the need for workforce retraining. This lack of strategic direction could hinder the long-term benefits that AI could bring to the Vietnamese software outsourcing industry. Based on the findings of this study, the following recommendations are proposed for Vietnamese offshore software vendors to effectively leverage AI while mitigating potential risks:	1.
Develop a Company-wide AI Strategy: Move beyond ad hoc individual usage and establish a clear, organization-wide AI strategy that aligns with business objectives.

 

	2.
Invest in Training and Development: Provide comprehensive training programs to upskill the workforce on AI tools and technologies, ethical considerations, and best practices.

 

	3.
Prioritize Data Security and Privacy: Implement robust security measures to protect client data and ensure compliance with relevant regulations.

 

	4.
Promote Transparency and Communication: Maintain open communication with clients regarding AI usage, addressing potential concerns and building trust.

 

	5.
Foster a Culture of Responsible AI Adoption: Encourage the ethical and responsible use of AI, emphasizing human oversight and continuous learning.

 






6 Conclusion
This exploratory research investigated the impact of AI on offshore software vendors in the Vietnamese market, focusing on the adoption of AI-powered coding tools and their broader implications for the industry. Two key research questions guided this investigation: 1) How are AI-powered coding tools influencing the operations and strategic decisions of Vietnamese offshore software vendors? and 2) How are these AI tools reshaping the dynamics and relationships between clients and vendors in the offshore outsourcing industry?
Regarding the first research question, the finding that developers primarily use AI tools for personal benefit rather than strategically leveraging them for broader company-wide benefits is surprising. Although the use of these tools is widespread, developers and testers viewed them primarily as personal assistants that enhance their productivity and code quality. This enthusiastic adoption by individuals, however, contrasts with the lack of a cohesive, strategic approach to AI implementation at the organizational level. Companies are lagging in formulating comprehensive strategies for AI adoption and integration, raising concerns about missed opportunities to harness the full potential of AI for broader business objectives.
Regarding the second research question AI tools have reshaped client-vendor relationships by introducing new complexities and considerations. While AI has the potential to improve communication and collaboration, it also necessitates discussions on data security, intellectual property rights, and ethical implications. The lack of a cohesive AI strategy at the organizational level may hinder the full realization of these benefits, underscoring the need for companies to proactively address the transformative influence of AI on client-vendor dynamics.
Beyond the research questions, the study also revealed that AI tools are currently underutilized in critical areas like requirements analysis and communication, despite their potential to improve efficiency and bridge geographical and cultural gaps in offshore outsourcing. This suggests that vendors may be missing opportunities to leverage AI’s capabilities beyond just code generation, which could lead to more holistic benefits for both the vendor and the client. This suggests a need for companies to actively guide how these tools may be employed along the entire software development process and how this aligns with organizational goals and objectives. In particular, companies need to address the ethical implications of AI in offshore software development. Companies should prioritize transparency with clients regarding AI usage, data security, intellectual property rights, and potential bias in AI outcomes. Clear lines of accountability and responsibility must be established for AI-assisted development.
The study has several limitations. First, the small sample size of the study limits the ability to generalize the findings to the broader Vietnamese offshore software vendor population. Second, the qualitative nature of the study makes it difficult to quantify the precise impact of AI tools on factors such as developer productivity and code quality. Finally, the study’s focus on the Vietnamese market may restrict the generalizability of the findings to other offshore outsourcing markets around the world.
To address these limitations, future research should take a more quantitative approach, conducting studies with larger sample sizes. This would help provide a more comprehensive understanding of the impact of AI tools within the offshore software development industry. Additionally, future research could expand the geographical scope of the investigation, exploring the influence of AI tools in different offshore outsourcing markets beyond Vietnam. This would offer valuable comparative insights and a more global perspective on the transformative impact of these technologies. Furthermore, future studies could delve deeper into the long-term implications of AI tools on the skills and knowledge required of software developers in the offshore outsourcing industry. As these technologies continue to evolve, it is key to understand how they may reshape the competencies and job roles within this sector, enabling vendors to adapt their workforce development strategies accordingly.
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Abstract
Initial Coin Offerings (ICOs) present blockchain entrepreneurs an alternative avenue to funding their initiative while simultaneously supporting the platform imperative of igniting their transactional market. White papers have been a component of blockchain and cryptocurrency initiatives since the advent of Bitcoin. These documents play a key role in signaling to potential token buyers the purpose, competitive position, and expected strategic trajectory of the firm. We build 5 research propositions around the practice of ICOs and white papers as key strategic instruments. These research propositions aim to further our understanding of the practice and implications of actions that are within managers’ control. Propositions explore strategic decisions related to organizational form, token allocation patterns, post-ICO fundraising planning, risk disclosure, and technological alignment. Implications for researchers support further differentiation in ICOs as fundraising mechanisms and support token buyers as a novel class of investors.
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Earlier portions of this study were presented at the 2023 International Conference on Information Systems in Hyderabad, India, the 2024 European Conference on Information Systems in Paphos, Cyprus, and the 16th Digital Sourcing, Platforms, and Ecosystems Workshop, Obergurgl, Austria [1–3]
1 Initial Coin Offerings and White Papers
Blockchain’s novel form of fundraising, the Initial Coin Offering (ICO) continues to be an important channel for entrepreneurial activity and startup fundraising. In the first 4 months of 2025, 112 ICOs had received anywhere from $0–$350M in fundraising totaling nearly $1.5B in funding with an average ICO yield of $13M [4]. Cryptocurrency prices and ICO outcomes tend to be correlated with Bitcoin prices [5]. As Bitcoin has achieved an all-time high spot price in 2025 [6], we expect renewed interest in cryptocurrency and ICO practices. While ICOs have similarities to other forms of fundraising such as IPOs and crowdfunding, many believe that they fill a unique gap. Akbarpour [7] notes that ICOs disrupt traditional venture capital and nicely fill a small gap in the $1M to $3M range. They argue that ICOs open the door for entrepreneurs that are often overlooked by traditional capital.
“White papers” play a key strategic role in the ICO practice as they serve to frame the business plan, market opportunity, and to educate potential investors on the unique aspects of their platform offering. As documents primarily geared towards fundraising, they are of key interest to researchers on financial outcomes. Formal requirements, if any, of white papers vary across markets although some mimetic practices have emerged. Documents can take the form of an academic paper, as was the case with the initial proposal for Bitcoin, to technical and econometric treatises, to utopian descriptions of future markets. Founders signal to potential investors, advisors, and other ecosystem stakeholders their strategic intentions through the white paper practice. Among the key messages observed is the founder’s intended distribution of tokens to various groups including the allocations to the ICO sale, founders, advisors, developers, and functional pools such as liquidity or company reserves. What are the implications of entrepreneurial language and strategic patterns disclosed in white papers prior to a firm’s ICO?
1.1 Language, Risk, and Entrepreneurship
Risk and entrepreneurship have been explored through multiple lenses and literatures. Strategic Management researchers suggest that effective risk disclosure requires a balance between sufficient and relevant information, using clear and concrete language, and considering the context and predispositions of the audience [8–10]. The MIS literature on crowdfunding similarly explores risk and disclosure utilizing the context of social media and crowdfunding campaigns. Havakhor et al., [11] explore how the language of early disclosures has a significant effect on venture capital. Others have analyzed the language utilized in required risk disclosures on crowdfunding websites such as Kickstarter finding that relevancy and authenticity with a balanced tone has a significant effect on donations [12].

1.2 ICO Funding in Blockchain Cryptocurrency Projects
Initial Coin Offerings (ICOs) constitute one of the unique channels through which funds find their way into blockchain markets. An ICO is akin to an Initial Public Offering (IPO) in that it is a key moment for investors to purchase tokens directly from the company. Signals during the lead-up and buying phases of the ICO are sent to small-cap crowdfunding type investors, more sophisticated venture and investment capitalists, and transaction-oriented buyers that are interested in the real-market side of the cryptocurrency’s economy. The principal tool for this initial strategic communication has been the white paper. This document typically serves as a public discourse of the business plan, a description of technologies involved, confidence and trust building in the founding team, and a breakdown of the tokens to be offered in the ICO. Some researchers have explored strategic aspects of white papers [13, 14], and others the effectiveness of the ICO practice [5, 15, 16]. Empirical analyses of ICOs have considered explicit factors such as the availability of the source code, a presale of tokens, and when the tokens have a definite utility value [17].
While ICOs have similarities to other forms of fundraising such as IPOs and crowdfunding, many believe that they fill a unique gap and fill a niche often overlooked by traditional venture capital [7]. O’Dair and Owen [18] examine the practice through the lens of a specific industry noting that the ICO is an opportunity to push back against traditional fundraising empowering a different class of founders and investors. However, Anson [19] notes that token holders have essentially zero rights and constitute “subordinated equity”, suggesting that while the ICO practice may give rise to a new class of investors, the rights of those investors should be more closely examined. Koeppl and Kronick [20] also see the opportunity for new investors and a funding gap, but they recommend regulation sooner rather than later to build protections and confidence in the practice.
Some of the inquiry of investor perceptions and behaviors explores the nature of the ICO relative to other forms of fundraising and fintech. Choi [21] examined the ICO practice against established patterns of fintech lending such as peer-to-peer and crowdfunding finding novelty and utility in ICOs. Garratt and van Oordt [22] theoretically examined ICOs relative to traditional bank financing concluding that the is ICO a legitimate funding vehicle, even optimal in some cases, relative to the stage of development and operations of the firm. Benedetti and Kostovetsky [23] conducted a year-long panel study finding that, in their dataset of 2,390 tokens, the ICO practice does generate “solid” returns for investors which seem to hold for a year. To that end, authors describe most ICOs as underpriced, meaning they are sold at a significant discount relative to their future value. The underpricing effect does not seem to be related to information asymmetry like IPO underpricing. The underpricing phenomenon may be related to the heyday hype of ICOs as others have found that there are significant outliers on both sides of the general trend and a significant correlation with Bitcoin prices [24]. Felix and von Eije [25] show that companies that issue a large number of tokens or have a pre-ICO distribution tend to perform better in the ICO, suggesting that the informational lead-up and informational gains from word of mouth are key factors in signaling value.
Many blockchain firms that utilize the ICO model of early fundraising are quick to point out that it is not an equity offer [26]. But from a more fundamental perspective, investment advisors recognize that assets are flowing into the firm with the expectation that there will be a return of some sort either in the way of future value transactions or increased value of coins on third-party exchanges [27]. Researchers and regulators bring a more critical approach to the practice, often finding that tokens do represent a security, albeit without the typical protections of other investments [28–31]. For example, in 2018 the U.S. SEC “…has issued over 100 subpoenas on ICOs and the federal government recently formed a task force to increase cooperation for money laundering and financial crimes including from digital currency [32].”

1.3 How Coins are Distributed
Coins are distributed through a few key mechanisms. There is a lot of flexibility for owners regarding when and how many coins they want to distribute. For example, Bitcoin generated a certain number of coins that were retained by founders and utilized in early experimentation. But Bitcoin is best known for its “mining” distribution mechanism. With Bitcoin, the total number of coins to be distributed was known at inception. Modern coins based on Ethereum standards typically specify the total quantity of coins to be made available at inception. Other chains permit an inflationary approach with no limit to the number of tokens that may be minted. Our preliminary review of ICO white papers finds that most cryptocurrencies present readers with idiosyncratic patterns of coins to be held, distributed, and total quantities (Table 1).Table 1.Timing of Token Distributions

	Stage
	Distribution

	Pre-ICO and Pre-operational
	During the early phase of launching the endeavor, the platform owner may allocate coins as a type of owner’s equity prior to any public involvement or market operations. Additionally, coins are often sold Pre-ICO at a discount to generate interest and gain early adopters

	ICO and Pre-operational
	Platform owners may opt to sell coins to the public through an ICO. However, the coins still do not have any operational utility. Coins that grant governance rights may create an opportunity for token holders to participate in governance

	Post-ICO and Operational
	After the ICO, firms may distribute coins as recompense for carrying out the work necessary to facilitate the transactional infrastructure, typically “mining.” Additionally, firms may have held a reserve of coins for strategic uses such as compensation or market liquidity







2 Research Propositions
2.1 Governance Affordances
Some organizations have emerged that more deliberately articulate governance rights and affordances granted to token holders. Examples include Distributed Autonomous Organizations (DAO), Security Token Offerings (STO), and Governance Tokens. Early DAOs focused on charity and democratic investment decisions, content curation, and commodities trading [33]. Researchers have called for more inquiry on DAOs highlighting some of the decentralization, automation, and general evaluation of DAOs as an organizational form [34]. Others have noted that although some token based governance approaches appear on the surface to be democratic, the low barrier to entry and tendency to concentrate control yields organizations that function similar to other equity based forms [35]. ICOs often serve as a means to funding liquidity to support next stage growth [15].
However, as speculative buyers purchase and hold tokens, we quickly confront classic agency problems. Fama and Jensen [36] establish that efficient governance forms, typically advisory boards, should emerge when those that are financing the next stage of growth when organizational structures seem to follow open corporations or financial mutuals as is the case with many cryptocurrency offerings. However, it seems to be the case that organizational forms that have emerged from the cryptocurrency ecosystem have eschewed representative governance preferring the extremes of operating as private holdings (e.g. most Ethereum based cryptocurrencies), completely distributed (e.g. most DAOs), or as a tightly controlled technological regime (e.g. Bitcoin). There is a long list of cryptocurrency projects that have failed to deliver on their premises. As of Q2 2025, Forbes’ cryptocurrency listing covers 13,600 different coins and shows a total market cap of $3.55 trillion [37]. However, 4,738 of these coins have a market cap of $0 and 9,985 have a market cap of less than $1M. The juxtaposition of effectively failed coins against others that represent trillions of dollars in value—even if only speculative—suggests a somewhat efficient market where users and investors alike have rejected the majority of offerings. We believe that this ecosystem would benefit from further inquiry of Fama and Jensen’s predicted organizational structures to see if the technological affordances and claims of blockchain have upended or reinforced Fama and Jensen’s predicted organizational forms.
Proposition 1.
Differences in organizational form with respect to token holders and governance rights or affordances granted to them may shape managerial decision-making influencing competitive market position.


2.2 Internal, External, and Strategic Allocation Patterns
There is a prevalent libertarian tradition in cryptocurrencies that eschews centralized governance of monetary policy [38, 39]. This critical perspective of central banks may be supported by the timing around the development of Bitcoin and the embedded message in the first block of Bitcoin. The Satoshi Nakamoto writings began in Fall of 2008 just after the Lehman Brother’s collapse and the initial policy responses to what would become known as The Great Recession. The genesis block in Bitcoin has an embedded message that alludes to a headline article in the British newspaper, The Times: “The Times 03/Jan/2009 Chancellor on the brink of the second bailout for banks.” We expect that investors would prefer tokens that have a strong external distribution allocation pattern empowering individual holders rather than institutional and centralized paradigms. Although token holders are rarely granted governance rights, the ability of the community of token holders to influence the may allow for token holder organization and influence [35].
Within white papers, firms have task of disclosing the organizational and economic expectations of the tokens to be sold in the ICO. Discussions of the token frequently consist of the total number of tokens to be released, technical descriptions (e.g. ERC-20 attributes), sale price and discounts, and relational value to underlying tokens such as Ethereum or Bitcoin. A disclosure of interest is the strategic token allocation pattern made by founders. Figure 1 is a typical example from the CVProof/FileProof token white paper [40]. In this case, 40% of the total token economy is to be dedicated to the ICO. However, the two allocations to “financing”, are tokens to be held in reserve and utilized for the firm-specific strategic initiative to raise funds and finance operations and startups. 15% of the tokens held in reserve for the founders and team are a type of equity compensation. And finally, 5% of tokens are intended to be either used to compensate developers that fix bugs, advisors providing direction, and fund marketing campaigns.[image: Table showing the token distribution for Fileproof.org. Total tokens created: 1,000,000,000 (100%). Token sale: 400,000,000 (40%). CVProof financing: 160,000,000 (16%). Start-ups financing: 240,000,000 (24%). Founders & team: 150,000,000 (15%) with a 24-month lock-in and 30% released upon closing the crowdsale. Token sale cost: 50,000,000 (5%) for bounty, advisors, and marketing campaigns.]
Fig. 1.FileProof.org Token Distribution



Whereas Fig. 2 shows the token distribution plan from the Game Ace Token (GAT) [41]. While there are similarities between the two, note that GAT makes no investment in community development or funding startup costs. 50% of tokens are dedicated to some sort of public sale (Pre-ICO and ICO). 14% are reserved to be sold publicly but at a premium over ICO prices. And 22% of non-ICO tokens are dedicated to founders, partners, and advisors. And finally, 14% or reserved for operational, in-application use.[image: Pie chart illustrating the distribution of 1 billion GMT coins. The chart is divided into sections: 50% for "Rewards," 14% each for "Sales for strategic reserve" and "Sales for ecosystem support," 12% for "Sales for company reserve," and 10% for "Sales for advisors and partners." A bar chart on the right shows additional allocations: 20% for "Team Reserve," and 15% each for "Pre-Sale" and "Sales Reserve." A legend at the bottom uses color coding to differentiate each category.]
Fig. 2.GAT coin token distribution



Often firms make several allocations within the same organization to groups of people that may refer to the same individuals, but operating in different roles at different times, for example, founders, owners, team, company, and contributors are common categories but could refer to the same small set of individuals that are the core of the company.
Many firms hold onto reserves intended to serve as liquidity for their markets, with the implication that they would find some administrative channel to disperse tokens to actors primarily interested in operational transactions or other liquidity policies. These reserves and other internal, uncertain pools of tokens may dampen investor enthusiasm in market participation if they are perceived as increasing strategic uncertainty. Contrasted with organizations that articulate more specific utilization of tokens such as community building, ecosystem support, or as compensation for specific activities that may facilitate the ignition or healthy operations of the community including bug bounties and referral bonuses.
Some researchers have found that token reserves are positively correlated with ICO fundraising outcomes implying that average investors do not have a preference for a pure market ecosystem, but rather, prefer signals that originate from firms indicating a market control orientation [42]. Public and Reserve allocation of tokens typically represent how the majority of coins are intended to be distributed. However, there are a number of other token allocation categories that, when taken together, may combine to represent strategic archetypes that represent competitive orientations that are more successful.
Proposition 2.
Differing token allocation patterns may inform token buyers of organizational strategies thereby influencing ICO fundraising.


2.3 Post Fundraising Decisions
Similar to the token allocation patterns articulated in white papers is the less typical, but not rare practice of disclosing how funds raised would be used to facilitate the growth of the organization. Categories often include marketing and advertising, software development, technology purchase, and other startup costs typical for technology platform companies. This underscores the fundraising utility of the ICO and similarities of IPO companies raising capital for next-stage growth. Figure 3 shows a distribution of how funds raised in the ICO are expected to be used. This representative example shows typical technology startup costs of IT infrastructure, administration, legal fees, development, marketing, and contractors constitute 50% of how funds will be used, while the other 50% are held in reserve.[image: Pie chart titled "Budget Distribution" showing various budget categories. Reserve fund is the largest segment at 50%. Platform Development follows at 15%, Marketing and Third Party Contractors each at 10%. IT Infrastructure, Administration, and Legal Fees are each 5%.]
Fig. 3.Example Budget Distribution



Figure 4 from the CVPROOF white paper shows their intended use of funds. While there are some similarities, they disclose quantities allocated to salaries. In this case, the broad categorization of “Product Development” is vague enough that the reader can project their notion of how that money raised will be applied. Will it be compensation for executives that define the road map? Salaries for developers and product designers? Depending on the specificity of the description, potential investors may see different strategic applications of funds raised. But unfortunately, these same investors are not likely to have any control over how funds are utilized.[image: Table titled "CVPROOF Use of Funds" showing budget allocation across four categories. "Product Development" receives 28% for product development as per roadmap. "Ecosystem" is allocated 20% for incentivizing INK tokens, developing services, partnerships, loyalty programs, and platform costs. "Operations" takes 46% for salaries and operating costs. "Legal" is assigned 6% for contracts and corporate formation.]
Fig. 4.CVProof use of funds



Treating ICO token buyers as investors, whether they be speculative investors anticipating increased value through resale or claims to residuals, or they be utility-oriented users anticipating a healthy transactional ecosystem of which they will benefit, both expect that the future transactional value of the firm is higher than at the time of purchase. Fama and Miller treated this as an investor growth expectation in future periods stating,“For a given level of resources in period 1, the consumer always prefers more to less resources in period 2. And similarly, given the level of resources in period 2, more resources in period 1 are always preferred to less [43].”



With this inherent expectation of growth and efficient application of funds raised, we expect that investors will respond to firms that disclose post-ICO application of funds, and that the categorical allocation patterns of these disclosures will similarly matter to how investors perceive the growth trajectory of the firm.
Proposition 3.
Differing patterns of post-ICO fund application may reveal firm maturity and growth strategies thereby impacting ICO purchase decisions and fundraising performance.


2.4 White Papers, Risk Disclosure, and Entrepreneurial Language
The white paper serves as a primary signaling device to both sophisticated and unsophisticated investors. It is of greatest importance during the period just prior to the ICO and during the ICO as that is when funds are expected to flow into the platform and will serve to establish operations and legitimacy.
Signaling within ICO markets has been a highly mimetic process. The original cryptocurrency, Bitcoin, was initiated through a series of “white papers” written under the pseudonym Satoshi Nakamoto. This tradition of introducing a new cryptocurrency through a white paper has also been incorporated by firms that are creating coins that serve a unique purpose, sidechains that extend the functionality of basic blockchains, new general use blockchains, or other utilities intended to enhance the market. However, within the cluster of coins that create novel targeted markets, the white paper activity has incorporated several other signaling devices including descriptions of the value proposition, the scope of the target traditional market, legal and regulatory disclaimers, technical descriptions of tokens, internal market economics of tokens, allocation patterns for pre-ICO token distribution, key contributors and advisors, partnerships, intended uses of the funds raised, general blockchain education, transaction flows and processes, and technological signals [44–46].
The white paper practice, while pervasive, is not wholly reliable. As regulation is unevenly paced and not all ICOs are subject to risk disclosures, a broad ethical spectrum of risk disclosures in papers can be seen [13, 47]. This is somewhat expected from a self-reported document that is more a market signaling device than it is a technical or fiduciary disclosure. Some white papers have been publicly exposed to have been using pictures of celebrities instead of the founding team [48]. Many white papers are pseudo-academic in nature following the initial Bitcoin paper; others are glossy commissioned documents produced by reputable consulting firms. Regardless of the authorship, the strategic utility of the white paper is apparent as an introduction of the firm to purchasers of tokens and parties interested in the business of the firm.
Some researchers have taken up the topic of ICO risk disclosure in the absence of regulation finding that firms that engage in voluntary disclosure, especially in the presence of complementary risk mitigation actions and third party ratings agencies, benefit from the transparency [49]. The language of risk and both informal and regulatory disclosures in ICOs has changed over time. Just as with Kickstarter and its “regulatory” change by requiring projects to begin incorporating a formal risk statement [12], we expect that ICO risk disclosure and the language of risk to evolve over time. Given the highly mimetic ecosystem in cryptocurrencies and the introduction of new language text analysis tools such as LLMs and updated LIWC dictionaries, are there new dimensions to risk disclosure and risks particular to cryptocurrencies and ICOs that merit further inquiry?
Proposition 4.
Differing approaches to the general language of entrepreneurship and risk disclosure within white papers may have an impact on token buyer perceptions and influence ICO fundraising outcomes. Next generation tools and techniques may yield nuanced insights.


2.5 Smart Contracts and Oracles
Central to most Ethereum based cryptocurrencies is the smart contract. This is the code that underpins most core value transactions conducted on Ethereum’s blockchain. These smart contracts however do not access outside data and primarily rely on the data necessary at the time of the transaction [50]. Treating the smart contract as an agent, these contracts do have access to external information by way of consuming data produced by oracles. Ethereum characterizes oracles as, “…applications that produce data feeds that make off-chain data sources available to the blockchain for smart contracts [51].” The code-level details of the smart contract and the information contained in the Oracle’s feed are often publicly available, but not always. Some authors of white papers bring transparency to their offering by describing the nature of the smart contract, sharing code, and pointing interested readers to source code repositories. Additionally, they often describe how external data finds its way into their system through oracles or other off-chain schemes. Externally, some large scale projects have attempted to explore and categorize the code-level nature of smart contracts finding that there exists a rich diversity of offerings and approaches [52, 53].
Intermediaries in the broader ecosystem have emerged to help individuals explore the source code of smart contracts. In particular, Etherscan (etherscan.io) contains a suite of tools specific to smart contracts that facilitate the public disclosure and verification of smart contract details, allows for comparative analysis, and searchers across contracts. Referring back to our earlier discussion of the broader ecosystem of cryptocurrencies and the high number of failed projects, we believe that similar to an analysis of risk disclosure practices, inquiry that analyzes the reliability of smart contracts in operational versus failed projects may yield insights as to the strategic governance of technological resources and technological posturing of cryptocurrency firms. In more practical terms, are the claims made in white papers reflected in the code and how does that align with the overall posture of the company?
Proposition 5.
Alignment in smart contract code and oracle data with white paper claims are likely to be perceived as indicators of firm reliability and may impact a firm’s market performance.



3 Conclusion
Tokens purchased in an ICO have some significant departures from other forms of equity and fundraising mechanisms. For example, investor claims to an alienable asset, a lack of voting rights afforded to investors, firm disclosure of strategic categorization of asset holders, and tokenized compensation to some classes of stakeholders. We expect that fundraising behavior will reflect investor preferences of strategic behaviors and decisions that can be exposed through white paper language and patterns. Additionally, we expect that when firms disclose patterns that support key strategic initiatives related to the start-up and early operational phase of the project, that investors will support the clarity in next steps articulated by firms. We expect that these investor behaviors will be seen in the short-term through ICO funds raised and the medium-term market cap position of the firm relative to its competitors.
This suite of proposals would contribute to our understanding of Initial Coin Offerings as a novel fundraising practice. Prior research has established that there exist unique behaviors of token purchasers in response to actions taken by firms. Future research would benefit studies that employe a variety of methodologies including quantitative, qualitative, and mixed approaches where founders are surveyed in addition to evaluation of their white papers to tease out alignment in strategic thinking and observed behavior. This agenda would further our understanding of ICO buyers as a new class of investors. Additionally, furthering this line of inquiry would provide key considerations for managers creating white papers or other fundraising documents and increasing the likelihood of onboarding early investors while maximizing firm flexibility even in the face of dogmatic market values.
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Abstract
Crowdsourcing has been claimed to help organisations innovate by leveraging crowd knowledge to generate novel ideas, products and services. The extant literature emphasises external and internal organizational crowdsourcing as strategic efforts toward innovation, highlighting the importance of a comprehensive crowdsourcing strategy for innovation success. However, there is limited knowledge about how to simultaneously manage internal and external crowdsourcing efforts to improve organizational innovation outcomes. Based on a systematic review of the information systems and management literatures on crowdsourcing and innovation, this paper makes a theoretical contribution in the form of an integrated framework of external and internal crowdsourcing factors for innovation from the firm, platform and crowd-level perspectives. Managerial recommendations are then outlined based on these multi-level factors for crowdsourcing innovation success.
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1 Introduction
In an organizational context, innovation – in the form of unique ideas that lead to gradual or radical change – aims to provide value to individuals inside and outside the environment in which it is implemented [1, 2]. These ideas typically emerge internally, from a firm’s Research and Development (R&D) department [3]. Internal R&D activities are thus directly associated with an organization’s innovativeness. However, in today’s fast-paced business environment, there is growing pressure on organisations to search for innovation beyond firm boundaries, to increase innovation opportunities, profitability and process efficiency through external knowledge contributions [4]. This organizational shift in focus from internal R&D activities to external efforts for achieving innovation is referred to as ‘open innovation’ [5] With technological advancements enabling the creation of online communities, organisations can embrace open innovation by capturing innovative ideas and solutions from individuals outside their boundaries [6–9]. Open innovation contests are open calls targeting the public crowd, or those crowd members who are part of a specific community relevant to the organisation [8]. Reaching out to the crowd is referred to as ‘crowdsourcing’ – a form of open innovation that is enabled through digital technologies [10, 11]. Innovation through crowdsourcing generates organizational value from the crowd’s knowledge and experience, as reflected in idea and problem-solving submissions [9, 12]. This crowdsourcing value is the level of organizational learning generated from crowd contributions, which is then incorporated into the internal R&D process [3]. The crowd’s knowledge enhances existing firm capabilities, thus increasing organizational innovativeness [13].
Crowdsourcing – the endeavor of outsourcing an activity commonly performed by an entrusted individual through an open call to a public crowd [14] – has been used to complement internal organizational efforts of various kinds, from simple tasks for routine procedures, to more complex problem-solving and creative tasks for generating innovative ideas [15]. Relying on online platforms that can be firm owned (internal) or managed by an external intermediary [2, 16], organisations (consumers or seekers) aim to capture value from crowd submissions [12, 16] by connecting to members of the crowd (creators or solvers) who generate ideas and problem solutions. Therefore, a crowdsourcing community denotes a large group of diverse individuals who choose to participate in an organization’s problem-solving efforts for a specific period of time [17]. Typically, crowdsourcing is associated with reaching an external crowd outside organizational boundaries, but firms may also engage with an internal crowd (i.e., employees). To distinguish between these two scenarios, we refer to the former as external crowdsourcing and the latter as internal crowdsourcing.
While both external and internal crowdsourcing configurations have apparent benefits, they also present a number of potential challenges, suggesting that facilitating crowdsourcing contests requires careful assessment. To harness the benefits and address the potential challenges of crowdsourcing, firms must understand and adeptly manage crowdsourcing ventures. Such understanding, however, necessitates a multi-level perspective that allows firms to identify and manage all key drivers of innovation success in crowdsourcing. In this paper we therefore aim to provide innovation-seeking organisations that are considering tapping into crowdsourcing with an understanding of these influential factors. For this purpose we undertook a systematic literature review guided by the research question: Under what conditions can internal and external crowdsourcing support the organizational search for innovation? The review integrates insights from the innovation and crowdsourcing literature streams to identify key factors that are important for the success of crowdsourcing initiatives in pursuit of innovation. In the following sections, we first present an overview of the benefits and challenges specific to both external and internal crowdsourcing. Next, we delve into our systematic review process and offer insights into the use of coding as an analysis technique. Subsequently, we discuss our review findings and present an integrated framework to answer our research question. Finally, we touch on theoretical contributions and offer managerial recommendations, along with opportunities for future work.

2 Overview of Crowdsourcing Configurations
2.1 Trade-Off Between External and Internal Crowdsourcing
Unlike internal R&D efforts, external crowdsourcing outcomes are derived from the ideas of individuals outside the firm [13]. Participants in external crowdsourcing provide the solution-seeking organisation with a diverse knowledge repertoire for a specified problem [18]. While engaging a crowd with distant knowledge [19] enables organisations to more thoroughly grasp their external environment [20], ideas from scattered and diverse sources can introduce uncertainty into the crowdsourcing outcome [13]. Organizational attention to external ideas may also diminish when overloaded with information, which is known as crowding [19]. In other words, the width and diversity of the crowd’s knowledge may negatively impact the efficiency of an organization’s solution search [6]. Recognizing the multiple challenges associated with external outreach, some organisations have experimented with internal crowdsourcing [20], targeting a range of internal employees who possess knowledge situated within the firm's boundaries. One advantage is that the ideas submitted by internal crowd members undergo faster implementation, promptly affecting the organization’s operations and market performance [21]. However, given the less diverse nature of internal crowds compared to external crowds, proposed ideas are likely to align more closely with the organization’s existing knowledge, resulting in fewer radically new ideas and inhibiting long-lasting organizational competitiveness [22]. Identifying the organizational challenges and benefits associated with external and internal crowdsourcing (as summarized in Table 1), Ruiz and Beretta [23] suggest a concurrent integration of both internal and external crowdsourcing efforts by organisations. This joint effort seeks to enhance the heterogeneity of incoming ideas for the innovation process.Table 1.Key challenges and benefits in external and internal crowdsourcing.

	 	External crowdsourcing
	Internal crowdsourcing

	Challenges
	• Information overload and handling of diverse ideas [18, 19]
• Lack of topic-specific crowd knowledge [21] and problem-solving ability [24]
• Crowding [6, 13, 25]
• Uncertain outcomes due to diverse crowd knowledge [13]
• Suggestions with high value and innovation potential [26]
	• Employee engagement and participation [21]
• Competitive organizational nature hinders employee collaboration [21]
• Lack of innovative [21, 22] and effective ideas [27]
• Employee bias leading to short-term solutions [22]

	Benefits
	• Access to and consideration of diverse solutions [13, 19, 28]
• Suggestions with high value and innovation potential [26]
	• Expert-specific knowledge [21]
• Accelerated idea development and implementation [21]
• Fewer intellectual property issues [21]






2.2 Challenges and Benefits of External Crowdsourcing
One prevalent issue in external crowdsourcing is crowding, which is the information overload resulting from the considerable number of crowd submissions an organisation receives [19]. When crowding occurs, organizational resource constraints prevent firms from attending to all appropriate solution suggestions [19]. External crowd submissions may also display a lack of topic-specific knowledge, which is critical for generating implementable solutions [21]. Consequently, the crowding issue calls for resource-heavy filtering of submitted solutions [6, 13, 25]. Compared to internal R&D processes, organisations also face more uncertainty when relying on external suggestions [13]. General crowds without specific background knowledge are restricted in their ability to solve problems that require specialist knowledge as they have no in-depth understanding of the problem context [24]. Furthermore, the crowd’s diversity may lead to widely varying idea suggestions, making it difficult for an organisation to detect clear patterns across numerous crowd submissions [18]. Additionally, the web based nature of crowdsourcing means that organisations are physically distant from the crowd, so participant engagement is challenging to achieve [29].
On the other hand, the knowledge diversity of an external crowd provides firms with access to a broad range of solutions to consider for implementation [13, 19] compared to a knowledge-limited internal solution search [28]. External crowdsourcing further allows organisations to quickly trial a wide variety of proposed solutions, many of which will lie outside the range of solutions considered by the firm’s internal R&D unit [28]. Due to the large crowd it reaches, external crowdsourcing can also draw the public’s attention to a specific problem, leading to an increase in idea submissions, and potentially more valuable and innovative suggestions [26].

2.3 Challenges and Benefits of Internal Crowdsourcing
Internal crowdsourcing efforts also give rise to several potential challenges for organisations in their search for innovation. Firstly, other time commitments and poor understanding of the purpose behind internal crowdsourcing may prevent employee engagement and participation [21]. Similarly, the competitive nature of the organizational environment complicates employee collaboration in crowdsourcing contests [21]. Organizational employees also form a less diverse knowledge network than external crowds, leading to less innovative [21] and effective ideas [27]. Furthermore, an employee’s familiarity with the firm’s strategic approaches and resources can lead to biased decisions and the selection of more short-term and surface-level solutions for implementation, thus potentially hindering a firm’s competitive success in the long run [22]. Such employee bias also occurs in the idea evaluation phase [27].
Despite these challenges, the varying cognitive perspectives present within an organisation can still lead to innovative ideas and approaches [21]. Employees’ expert specific knowledge can accelerate the process of developing and identifying ideas that are implementable in the firm’s existing strategies and innovation system [21]. Further, firms engaged in internal crowdsourcing also face fewer intellectual property rights issues than those involved in external crowdsourcing [21].


3 Research Design and Methodology
We followed Okoli’s [30] IS-specific and stepwise guide to conducting a standalone systematic literature review that is explicit, comprehensive and reproducible in its methodological approach. In line with this approach, the research design can be divided into four overarching stages: (i) planning, (ii) selection, (iii) extraction, and (iv) execution (see Fig. 1).
3.1 Review Planning
In the planning stage, the following research question was formulated to clarify the aim of the review: Under what conditions can internal and external crowdsourcing support the organizational search for innovation? The review topic required the integration of insights from two literature streams − innovation and crowdsourcing. To allow for the search and selection of relevant articles, the researchers further agreed to use the keyword “crowd*” (or “crowd” for journals that do not accept the asterisk “*”) in combination with “innovation”.

3.2 Literature Selection
For the literature selection, it was important to include studies published in IS, innovation and general management outlets in order to cover research at the intersection of innovation and crowdsourcing. Therefore, the journals searched for this literature review were chosen from these three distinct research fields (see Table 7 in Appendix 1). Specifically, mainstream IS journals were complemented by seven Innovation journals and six journals from the field of General Management. The selection of Innovation and General Management journals was informed by the 2021 Academic Journal Guide provided by the Chartered Association of Business Schools (CABS), and limited to those journals ranked 3, 4 or 4* and 4*, respectively. Further, to ensure the retrieved set of articles was relevant and manageable within the contextual and time boundaries of this study, the keyword search was limited to the title and abstract of an article, and only articles written in English were included. While an initial search produced a total of 46 articles, 18 articles found to be off-topic (i.e., not focused on crowdsourcing and innovation) were eliminated after an initial analysis of their content, reducing the number of articles from the initial top journal search to 28. An additional 11 articles were identified using backward (five articles) and forward reference searching (six articles), as recommended by Webster and Watson [31]. A record of all the selected journals and the respective number of articles extracted from each during the initial literature search is provided in Table 7 in Appendix 1.[image: Flowchart illustrating a systematic review process. It consists of four main phases: Planning, Selection, Extraction, and Execution. - **Planning**: Involves formulating review objectives and research questions, and choosing relevant keywords for the literature search. - **Selection**: Begins with initial search criteria focusing on top journals in three fields, identifying 46 articles. Articles are screened, with 18 excluded as off-topic. Citation searching is conducted, resulting in 39 articles included in the review. - **Extraction**: Involves reading selected articles and systematically extracting content-based information, followed by coding. - **Execution**: Entails analyzing content using coding techniques and presenting findings as detailed in Section 4. Keywords include "review objectives," "literature search," "articles screened," and "content-based information."]
Fig. 1.Four stage systematic literature review process.




3.3 Data Extraction
For the purpose of systematically extracting data from the selected articles, information about each article was recorded in a spreadsheet. The spreadsheet included the journal name, the article’s author(s), publication date, title and abstract, its perspective on crowdsourcing (firm, crowd or platform) and the research focus and study findings. In addition, the following content-based information was captured and coded: relevant key definitions, research method, crowdsourcing configuration (internal or external), advantages and disadvantages associated with the crowdsourcing approach, the structure of the organisation under study, involved stakeholders, managerial implications and relevant figures.

3.4 Review Execution
During the execution stage, the selected innovation and crowdsourcing articles were analysed following Wolfswinkel et al.’s [32] grounded theory techniques, as adapted for literature reviews. Specifically, the articles were analysed using the open coding method, through which codes emerged that briefly described the content-based information from the respective articles [33]. Over several iterations that involved reviewing emerging codes, articles were then linked to other articles with related codes. These articles were further grouped into categories representing the perspectives of the different stakeholder groups – firm, crowd and platform – on crowdsourcing for innovation. The categories were finally grouped into themes concerning the respective crowdsourcing configuration covered by an article (e.g., external, internal, or internal & external crowdsourcing, as shown in Table 2). Finally, we conducted an in-depth analysis of the articles associated with each stakeholder group, for internal and external crowdsourcing, followed by a comparison of similarities and differences between the identified factors. Based on this analysis, an integrative framework was developed (see Fig. 4).Table 2.Overview of themes, categories and codes.

	Themes
(crowdsourcing configuration)
	Categories
(stakeholder groups)
	Codes (specific factors related to innovation)

	External crowdsourcing
	Firm
	Governmental vs. organizational crowdsourcing
Supporting integration mechanisms
Use for business model innovation
Organizational learning through crowdsourcing
Firm reputation
IP rights configuration

	Crowd
	Innovation-furthering crowd characteristics
Crowd motivation
Crowd fairness expectations
Knowledge and idea sharing
Requirements for co-creation
Idea implementation
Reusing and remixing ideas
Crowd-based idea filtering
Idea filtering
Idea appropriateness

	Platform
	Platform support for crowdsourcing success
Selection of platform type
Suitable platform designs
Design principles

	Internal crowdsourcing
	Firm
	Objectives for internal crowdsourcing
Crowdsourcing practices

	Employee (crowd)
	Employee characteristics

	External & internal crowdsourcing
	Firm
	Integration of external crowdsourcing into the firm’s innovation system
Design decisions for successful integration
External crowdsourcing vs. established internal practices
Simultaneous management of external and internal innovation

	Crowd
	Comparison of crowd knowledge





In the following section, we present our systematic analysis of the literature, focusing on each crowdsourcing configuration in turn, and following the themes listed in Table 2. Within each theme we discuss insights associated with the specific stakeholder groups (firm, crowd and platform).


4 Literature Analysis
4.1 External Crowdsourcing for Innovation
Previous studies have laid out various firm, platform, and crowd-level factors that impact external crowdsourcing for innovation. See Fig. 2 for an illustration of these factors.[image: Flow chart illustrating factors influencing external crowdsourcing innovation outcomes. Three main categories are depicted: Firm-level Factors, Platform-level Factors, and Crowd-level Factors. Firm-level Factors include organizational reputation, crowdsourcing project management, and complementary innovation efforts. Platform-level Factors cover supporting capabilities and platform choice. Crowd-level Factors consist of knowledge background, motivation to participate, and co-creation opportunities. Arrows indicate how these factors inform, support, and influence each other, ultimately impacting the external crowdsourcing innovation outcome.]
Fig. 2.Influential factors for innovation outcomes in external crowdsourcing.



Firm-Level Factors.
An important factor influencing the innovation outcomes of firms’ external crowdsourcing initiatives is organizational reputation. High organizational brand value and investment opportunities increase crowd submissions, thus improving the quality of innovative ideas and generating higher firm profits [13].

In addition to organizational reputation, crowdsourcing project management plays a vital role in innovation success [3, 19, 34–38]. Piezunka and Dahlander [19] argue that strategic idea processing is crucial to ensure project efficiency. They propose preventative actions for effective idea processing as follows: (1) limiting the number of accepted submissions, (2) filtering ideas for relevance, (3) including diverse ideas, and (4) prioritizing distant knowledge ideas. Klein and Garcia [25] suggest a crowd-based filtering process to accelerate the firm’s idea selection process. This filtering process is supported by setting out specific selection criteria and rewarding participants who closely follow them [25]. Managing the implementation of external crowdsourcing projects into the firm’s internal innovation system is another crucial objective [3, 34, 36, 37]. Fayard et al. [34] report that organisations with existing internal innovation processes adjust external crowdsourcing efforts to align with their established practices, suggesting that external innovation efforts should be configured to match a company’s internal innovation processes. In a similar vein, Randhawa et al. [37] argue that organizational-level strategies should precede and complement a firm’s project-level activities to ensure successful implementation. Pollok et al. [36] emphasise the development of organizational capacity for successfully managing crowdsourcing for innovation. This can be achieved through the interplay of formal and informal employee roles and established knowledge management practices, including employee training and communication of external crowdsourcing strategies, as well as establishing guidelines and documentation to help employees better understand the firm’s crowdsourcing approach. Furthermore, successful project management and implementation require a well-defined crowdsourcing plan with clearly defined objectives [3, 35], as well as appropriate configuration of task communication and the crowd’s degree of involvement in the innovation process. These factors will vary depending on whether an innovation search is conducted in the firm’s local or distant knowledge environment [3]. Organizational management of crowdsourcing projects also requires integration mechanisms. In this respect, Ruiz et al. [38] propose combining internal and external integration mechanisms to support the development of a firm’s absorptive capacity, namely the process of detecting, absorbing and realizing external innovative ideas. Internal integration mechanisms bring together employees from different organizational functions, whereas external mechanisms include crowd attraction, third-party collaboration, and creating a collaborative environment for knowledge sharing and idea development [38].
Innovation success also depends on complementary innovation efforts, that is, the firm’s efforts in addition to external crowdsourcing activities [7, 11]. Schlagwein and Bjørn-Andersen [11] identify that the interplay between organizational and external crowd activities results in corporate learning, enhancing the innovative crowdsourcing outcome. Further, the involvement of both internal experts and crowd members can assist in achieving organizational learning objectives [11]. External crowdsourcing for business model innovation also benefits from internal R&D efforts [7].
Platform-Level Factors.
A platform must possess specific supporting capabilities to contribute value to a firm’s external crowdsourcing efforts [12, 29, 35, 39]. Specifically, for innovation success, a platform should offer features that enable both firm-crowd collaboration and interaction between crowd members [35]. Such platform-enabled crowd engagement and collaboration can be improved by: (1) managing the intermediary knowledge domain, (2) managing the network that facilitates crowd interaction, and (3) transferring authority to the crowd [39]. Feller et al. [29] claim that an effective crowdsourcing platform should improve knowledge sharing, enhance a firm’s ability to convert crowdsourced ideas into profitable output, and ensure a stable crowdsourcing process. Further, supportive platforms offer idea filtering processes, manage IP transfers, and provide dual incentives for the participating organisations and crowd [29]. Process transparency, efficiency and confidentiality guarantees are additional supporting capabilities [29]. Kohler and Chesbrough [12] find that a value-capturing platform design prioritizes (1) idea quality, (2) a crowd incentive system that is independent of the contest outcome, (3) interaction between crowdsourcing parties, and (4) a model based on quality control and firm expectation management.
A firm’s platform choice should also be guided by a structured decision-making process [15]. Schenk et al. [15] highlight contextual, strategic and operational considerations for identifying the optimal crowdsourcing platform for an organisation. Relevant considerations include (1) crowdsourcing-related transaction costs and a firm’s ability to generate a large number of crowd submissions without any external support, (2) the strength of the firm-crowd relationship, and (3) availability of resources relevant to the external crowdsourcing process [15].

Crowd-Level Factors.
The crowd’s knowledge background is recognised as a deciding factor in external crowdsourcing innovation outcomes [8, 24, 40, 41]. Mack and Landau [8] report that some domain-relevant knowledge is associated with more innovative and feasible ideas. Boons and Stam [40] further argue that ideas from individuals with educational backgrounds that align with the organization’s crowdsourcing problem topic are more often selected. Individuals adopting an unrelated perspective can submit good ideas, but only in combination with a related perspective [40]. Taking a slightly different tack, Ren et al. [24] show that ideas from a general, non-expert crowd are more practical and innovative for solutions that do not require expert knowledge. However, for solutions requiring expert knowledge, crowd members with suitable knowledge provide more implementable, but not necessarily more novel, ideas [24]. Finally, ideas submitted by crowd members are also more suitable if the individual has had past success and experience with idea submissions [41].
Additionally, a crowd’s motivation to participate has been linked to the innovativeness of idea submissions [6, 8, 17, 41, 42]. The literature reports mixed findings for extrinsic and intrinsic motivation in terms of increasing crowd participation, and thus furthering innovation generation [6, 8, 42]. For example, Bakici [42] identifies intrinsic motivation as the primary driver of crowd participation, and further notes variations in the prevalence of extrinsic motivation drivers between third-party and firm-owned crowdsourcing platforms. However, Mack and Landau [8] contest extrinsic motivation as associated with more innovative and implementable ideas. Adding to the debate, Acar [6] find that extrinsic and intrinsic motivation increase the appropriateness of crowdsourcing ideas in innovation contests, whereas internalized motivation has a negative impact. Similarly, another study reports that ideas are more suitable if the individual has received negative feedback in the past and is intrinsically motivated to improve [41]. Perceived fairness and recognition are also motivating factors for participation. Franke et al. [17] argue that crowd members are less likely to participate if they perceive the contest as unfair due to higher financial gains for the crowdsourcing firm, or they perceive a lack of recognition for the crowd’s submissions. If the firm claims full IP rights, this negatively influences the crowd’s incentive to participate [17, 43].
A third crowd-level consideration concerns the co-creation opportunities for crowd members, which can enhance innovation outcomes for the crowdsourcing firm [9, 18, 26]. Majchrzak and Malhotra [9] suggest the following supporting factors for successful crowd co-creation: (1) detaching co-creation from idea development, (2) enhanced accessibility of co-created knowledge, (3) a larger and more diverse crowd, perhaps through mixing internal with external participants, and (4) physical separation of idea submission and idea discussion on the crowdsourcing platform. A subsequent study by Majchrzak and Malhotra [18] highlights that both the type of shared knowledge and the sharing sequence influence the crowdsourcing outcome. They argue that the sharing of knowledge, socially validated through other crowd members and addressing a problem with seemingly paradoxical objectives results in the most innovative outcomes. Additionally, Han et al. [26] propose the reuse of previously generated innovation knowledge, suggesting that a knowledge remixing process improves the efficiency of idea generation through collaboration between crowd members with varying perspectives and skills, and using existing ideas to allow for more in-depth knowledge creation. Successfully reusing knowledge for crowdsourcing innovation outcomes relies on a remix that contains topics crowd members are familiar with and explains the integration of chosen ideas in detail, thus providing them with more insights into idea development [26].


4.2 Internal Crowdsourcing for Innovation
Previous studies have addressed firm, platform, and crowd-level factors that influence internal crowdsourcing for innovation. See Fig. 3 for a visual depiction of these factors.[image: Flow chart illustrating factors influencing internal crowdsourcing innovation outcomes. Three main categories are depicted: Firm-level Factors, including Crowdsourcing Project Management and Crowd Management; Platform-level Factors, focusing on Design Consideration; and Crowd-level Factors, covering Crowd Characteristics and Motivation to Participate. Arrows indicate interactions: Firm-level informs and supports Platform-level, which in turn supports and informs Crowd-level. All levels influence the Internal Crowdsourcing Innovation Outcome.]
Fig. 3.Influential factors for innovation outcomes in internal crowdsourcing.



Firm-Level Factors.
Crowdsourcing project management, the strategic management of an internal crowdsourcing project, is seen as vital to success [21, 27, 44–46]. Ashurst [44] suggests that crowdsourcing project leaders should also take on the role of facilitating internal innovation activities. Furthermore, Campos-Blázquez et al. [45], Malhotra et al. [21], and Pohlisch [27] highlight idea processing management as a strategic imperative for firms seeking innovation through internal crowdsourcing. An optimal idea selection process will focus on ideas that enhance long-term organizational performance and transparent selection criteria [21]. It is also recommended that idea evaluation be delegated to experts who are less biased than the firm’s employees, and thus more capable of selecting valuable ideas [27]. Campos-Blázquez et al. [45] offer stepwise guidance on the organizational crowdsourcing process for innovation, emphasizing the benefits of thorough process planning.
Strategic crowd management can further enhance the internal crowdsourcing contest [16, 21, 27, 46–48]. Malhotra et al. [21], Malhotra et al. [46], and Pohlisch [27] highlight the importance of managerial communication and crowdsourcing participation during regular work hours to keep employees engaged. Malhotra et al. [21] and Malhotra et al. [46] further claim that permitting anonymous participation and knowledge sharing amongst employees can increase engagement. Additionally, Ashurst [44] underscore the importance of creating an environment that encourages the sharing of ideas and fosters a constructive approach to providing feedback. Further strategy considerations include a loose approach to idea generation, managerial support for participating employees and granting employees idea ownership [27]. Additional efforts are regulating the influence of expert employees on idea generation [21], enhancing feedback provision by implementing ideas into existing processes, and involving lower-level management in these implementation decisions [46]. Further, Chen et al. [47] and Zhu et al. [48] argue that providing feedback to idea developers enhances idea quality, and thus the likelihood that ideas will be implemented in the firm’s innovation system. Chen et al. [47] also suggest less frequent feedback provision, with a focus on offering feedback later in the crowdsourcing contest. Zhu et al. [48] offer criteria for feedback, including (1) varying the feedback, (2) providing useful and appropriate feedback, and (3) concerning the degree of communication exchange between idea evaluator and developer.

Platform-Level Factors.
Beretta et al. [48] and Deichmann et al. [50] identify platform design considerations for facilitating internal crowdsourcing, highlighting the influence of managerial motivations for implementing a crowdsourcing platform in the firm. The most successful platform design seeks to leverage innovation opportunities within the firm boundaries but outside the R&D department [49] by (1) adopting successful external design practices, (2) aligning the platform with the firm’s existing innovation efforts, (3) engaging many employees to generate diverse ideas, and (4) focusing on idea processing, feedback provision, and transparent idea evaluation [49]. Particular focus should be placed on idea evaluation and participant communication [49]. Deichmann et al. [50] claim that a mutual commitment to other crowd participants’ ideas increases the attention developers receive for their own ideas. Accordingly, they recommend (1) a focus on participant collaboration and exposure to others’ ideas, (2) opportunities for participants to engage with other developers’ ideas prior to organizational idea processing, and (3) a reward system for collaborative efforts regarding internal crowdsourcing platform design.

Crowd-Level Factors.
Various crowd characteristics play a decisive role in internal crowdsourcing for innovation outcomes [22, 51–53]. Asplund et al. [22] argue that the frequency of employee participation and the knowledge they possess are critical factors. With regard to internally sourced innovative solutions to a firm problem that require expert knowledge, sporadically participating employees prefer easily implementable rather than innovative ideas. These employees should thus be encouraged to participate more frequently to develop an open mind towards novel ideas [22]. Zhu et al. [53] find in their study that creativity and pro-activity are linked to innovative behaviour. Creative individuals are more likely to submit ideas in an internal crowdsourcing contest, whereas pro-active individuals submit more implementable ideas [53]. Co-creation between individuals with either one of these characteristics can enhance innovation outcomes [53]. Crowd diversity can also improve internal crowdsourcing success [51, 52]. Employees from diverse backgrounds contribute value by producing innovative ideas or voting for and commenting on other ideas [51].
Further, intrinsic and extrinsic factors can enhance a crowd’s motivation to participate in internal crowdsourcing [51, 52]. Beretta and Søndergaard [51] report that employees partaking in internal crowdsourcing are often intrinsically motivated to contribute to firm innovativeness, while others may have an extrinsic motivation to exhibit their skills and expertise and learn from the contest outcomes. Similarly, Gallus et al. [52] assert that managerial recognition can extrinsically motivate employees. Recognition from other employees only motivates employees who are regarded as less noticeable [52].



5 Discussion
In this section we discuss similarities and differences between influential factors for external and internal crowdsourcing configurations, and then propose an integrated framework depicting the factors that influence crowdsourcing for innovation at the firm, platform and crowd level.
5.1 A Comparison of External and Internal Crowdsourcing for Innovation
The literature focuses on two divergent crowdsourcing configurations, namely internal and external crowdsourcing for innovation. Various factors can influence the innovation outcome for either configuration; some of these overlap while others are only relevant for one of the two crowdsourcing approaches. The following section contrasts and compares those factors highlighted in the crowdsourcing and innovation literature from the established perspectives of firm, platform and crowd.
Firm-Level Differences.
Firms engaged in crowdsourcing for innovation are actively involved in the innovation-generating contest. However, given the variation in project boundaries and participating actors between external and internal contests [6, 13, 21] there are some differences in firm-level factors (see Table 3). Firstly, because external crowds often lack contest awareness and prior connections to the innovation-seeking firm, organizational reputation can aid firms engaged in external crowdsourcing efforts to attract crowd members situated outside firm boundaries [13]. Conversely, with internal crowdsourcing the crowd encompasses firm employees who are familiar with the company [21], making engagement easier and diminishing the importance of firm reputation. Secondly, whereas the importance of a comprehensive management strategy is emphasized in both the internal and external crowdsourcing literature [3, 21, 27, 34, 36, 37, 46], the strategic focus differs significantly. For external crowdsourcing, emphasis is placed on the integration of the crowdsourcing project into the firm’s existing internal innovation system and processes [3, 34, 36–38]. This focus highlights the challenges organisations face when facilitating external innovation activities that are more difficult to control and manage [13]. Firms that crowdsource internally are not concerned with project implementation and integration management because the contest comprises an internal employee crowd and runs within organizational boundaries [21]. Instead, engaging with the employee crowd [21, 27, 46] and providing feedback [47, 48] play a vital role in internal crowd management. The focal organisation benefits from the minimal time and cost resources needed to engage with the employee crowd. Lastly, a firm’s internal innovation efforts can supplement external crowdsourcing and be employee [11] or department-specific [7]. However, internal crowdsourcing usually spans the entire organisation [21], thus eliminating the need for further internal support.Table 3.Firm-level differences between external and internal crowdsourcing for innovation.

	 	External crowdsourcing
	Internal crowdsourcing

	Organizational reputation
	Relied upon given the lack of firm-crowd relationship
	Not needed to attract the internal employee crowd

	Strategic focus
	Efficient implementation and integration of the external contest into the internal innovation system
	Engaging and communicating with the participating crowd

	Resources
	Internal innovation efforts can complement the external development of innovative outcomes
	The development of innovative ideas takes place in-house and spans the entirety of the firm






Platform-Level Differences.
A crowdsourcing platform facilitates communication between the innovation-seeking firm and its participating crowd [12, 15]. External crowds are more distant from innovation-seeking firms [18, 19], thus requiring distinct platform capabilities that support managerial objectives and activities in terms of crowd collaboration [39], crowd engagement [29, 39], and crowd selection [29]; idea processing [12, 29]; process transparency and efficiency [29]; and firm-crowd interaction [12]. In contrast, due to already established relationships, internal crowds simplify collaboration and engagement, rendering certain platform capabilities redundant. Further, internal crowd engagement can be facilitated through managerial support and a firm-wide strategy [21, 27, 46]. Additionally, because the internal crowd is smaller and less diverse [22], idea processing is less resource heavy. Lastly, the ease of communication makes internal crowdsourcing more transparent and efficient, requiring little support from the crowdsourcing platform. The choice of an appropriate platform for external crowdsourcing is also contingent on transaction costs and the firm’s ability to autonomously generate sufficient crowd submissions, the firm-crowd relationship, and any relevant resources [15]. Choosing an internal crowdsourcing platform likely entails different criteria. Since idea implementation and realization are more efficient using internal crowds [21], project costs play a minor role. Additionally, resource predictability is higher, and the choice between internally and externally managed platforms, as emphasized by Schenk et al. [15], is also redundant. Instead, the literature highlights a proven, engaging and transparent design [49], as well as a collaborative, interactive and reward-based platform [50].

Crowd-Level Differences.
External and internal crowds usually differ in their knowledge backgrounds and proximity to the firm [13, 19, 21]. While external crowds typically consist of anonymous individuals with little to no connection to the crowdsourcing firm, internal crowds are knowledgeable about the firm’s processes, capabilities and challenges. As a result, several differences exist between crowd-level factors for internal and external crowdsourcing (see Table 4). Firstly, the knowledge background of an external crowd influences the contest outcome [8, 24, 40, 41]. Existing firm-related knowledge [8, 40], past crowdsourcing experience and success [41], and the trade-off between general and expert knowledge should be considered [24]. Internal crowds with firm-relevant knowledge [21] eliminate the need to select participants with suitable knowledge backgrounds. Secondly, although the crowd’s knowledge background is not an organizational focus, the literature highlights participation frequency and expertise [22] and creativity and pro-activity [53] as crucial crowd characteristics in internal crowdsourcing. The potential lack of creativity in small-sized internal crowds [22] and participant similarity explains the firm’s emphasis on creativity. Thirdly, a firm’s contest set-up (e.g., regarding IP ownership configuration) can influence the willingness of an external crowd to participate [17, 43]. Unlike internal crowds, external crowds usually lack a connection to the innovation-seeking firm, heightening their skepticism toward the firm. In other words, the crowd's trust cannot be taken for granted, making crowd participation more challenging to attain. Lastly, co-creation opportunities are relevant for external crowdsourcing efforts [9, 18, 26]. External crowds situated outside the firm boundaries [13] complicate efficient collaboration due to inherent differences. In contrast, internal crowd members are familiar with working alongside their co-employees, in-person and in real time, thus minimizing the organizational need to provide co-creation opportunities.

Table 4.Crowd-level differences between external and internal crowdsourcing for innovation.

	 	External crowdsourcing
	Internal crowdsourcing

	Knowledge background
	More diverse given the size and distribution of the crowd participants
	Employees are assumed to have appropriate firm knowledge

	Crowd characteristics
	Crowd diversity and creativity are assumed given the crowd size and distribution
	Crowd diversity, participation frequency, creativity and pro-activity determine innovation

	Motivation to participate
	Crowd trust is difficult to obtain and maintain given the lack of pre-existing relationships between firm and crowd
	The crowd has an established relationship with the organisation

	Co-create opportunities
	Crowd trust is difficult to obtain and maintain given the lack of pre-existing relationships between crowd members
	In-person collaboration between co-workers is easy to achieve




5.2 Similarities Between External and Internal Crowdsourcing for Innovation
Despite apparent differences between internal and external crowdsourcing for innovation in terms of firm, platform and crowd-level factors, some similarities exist between influential success factors. Firm-level research highlights the importance of strategic idea processing, specifically through idea filtering using a set of selection criteria that directly contribute to effective contest facilitation and innovation outcomes [19, 21, 25, 27, 45]. At the crowd level, external crowd motivations resemble those of internal employees. Intrinsic and extrinsic motivational factors are seen as improving crowd participation, thus furthering innovation generation in both external [6, 8] and internal crowdsourcing [51, 52]. Table 5 summarizes external and internal crowd motivations by comparing motivational triggers and their visibility.Table 5.Comparing external and internal crowd motivations.

	 	External crowdsourcing
	Internal crowdsourcing

	Motivational
Triggers
	Negative feedback received for past crowdsourcing idea submissions [41]
	Managerial recognition and (in some cases) recognition from other employees [52]

	Visibility of
extrinsic
motivation
	Submission of more appropriate and innovative ideas [6, 8]
	Aim to add to the firm’s innovation processes [51]

	Visibility of
intrinsic motivation
	Submission of more appropriate and innovative ideas [6]
	Desire to display and obtain new skills and knowledge through participation [51]






5.3 Innovation Through Crowdsourcing: An Integrated Framework
Having looked at the differences and similarities between factors that influence the success of internal and external crowdsourcing, we derive a combined framework of factors for achieving innovation through crowdsourcing (see Fig. 4). The framework, which builds on the analysis of innovation and crowdsourcing literature, distinguishes between three levels (firm, platform, and crowd) arranged in descending order according to the amount of control a crowdsourcing organisation has over the factors that influence the crowdsourcing innovation outcomes on each level. Influential factors are either unique to a crowdsourcing configuration (external or internal) or overlap between these two configurations. Table 8 in Appendix 2 provides additional insights for crowdsourcing organisations by offering guiding questions for each identified factors. These questions can serve as both managerial considerations and potential avenues for future research.[image: Flow chart illustrating factors influencing organizational innovation success through crowdsourcing. The chart is divided into two sections: "External Crowdsourcing" and "Internal Crowdsourcing." Each section includes firm-level, platform-level, and crowd-level factors. External factors include organizational reputation, complementary innovation efforts, supporting capabilities, platform choice, knowledge background, and co-creation opportunities. Internal factors include crowd management, design considerations, and crowd characteristics. Arrows indicate relationships such as "inform," "support," and "influence," leading to "Organisational Innovation Success." Central elements include "Crowdsourcing project management" and "Motivation to participate."]
Fig. 4.An integrated framework of key factors driving innovation through crowdsourcing.



An organizational view of crowdsourcing starts with a consideration of the firm-level factors, which encompass the strategic management of resources, capabilities and processes that impact the success of innovation outcomes for both configurations. Thereby, external crowdsourcing demands a reflection on the organization’s reputation (for example, by asking What is the impact of organizational reputation on idea submissions in this crowdsourcing contest, and how can organizational reputation be improved to enhance crowd participation?, see Table 6) and the coordination of firm-internal innovation efforts to complement external crowdsourcing engagement. Both configurations require a comprehensive crowdsourcing project management strategy, which, in the case of external crowdsourcing, can be guided by the assessment of the firm’s reputation. For internal crowdsourcing, project management is followed by crowd management, which entails engagement and communication with the innovating crowd. Formulated firm-level objectives and strategies can inform the organization’s view regarding influential platform-level factors. That is, external crowdsourcing platforms facilitate the firm’s interaction with a large, often global audience, which is reflected in the consideration of supporting capabilities that precede the choice of a suitable crowdsourcing platform. In contrast, for internal crowdsourcing, several design factors can enhance the implemented platform, prompting firms to ask: Which design factors of crowdsourcing platforms are most critical for enhancing the success of crowdsourcing contests? (see Table 6). Lastly, the crowdsourcing platform facilitates interaction between the innovation-seeking organisation and participating crowd members, who ultimately determine the innovation success of the firm's contest. Organisations participating in external crowdsourcing should, therefore, select a suitable crowd, as informed by the crowd's knowledge background, and also identify any co-creation opportunities between crowd members. Internally crowdsourcing firms can conduct a broader search for suitable crowd participants. Another deciding factor regards the crowd’s motivation to participate, which is shared by both crowdsourcing approaches and provokes the following question: What motivational triggers drive individuals to submit innovative ideas to crowdsourcing contests? (see Table 6). Finally, the innovation success of organizational crowdsourcing efforts is also determined by a firm’s consideration of the interconnected factors and guiding questions.Table 6.Key considerations/questions for achieving innovation through crowdsourcing.

	 	External crowdsourcing
	External & internal crowdsourcing
	Internal crowdsourcing

	Firm
	Organizational reputation: What is the impact of organizational reputation on idea submissions in crowdsourcing contests, and how can organizations improve their reputation to enhance crowd participation?
Complementary innovation efforts: What are the strategies for complementing external crowdsourced innovation with internal firm efforts, and how can these strategies be effectively implemented to maximize innovation outcomes?
	Crowdsourcing project management: What are the key strategic actions required for processing and implementing ideas generated during the contest?
	Crowd management: What are effective methods for actively managing the participating crowd in organizational crowdsourcing processes?

	Platform
	Supporting capabilities: Which supporting capabilities of crowdsourcing platforms are most critical for enhancing the success of crowdsourcing contests?
Platform choice: What are the key contextual, strategic and operations factors that influence the decision-making process of choosing a suitable crowdsourcing platform?
	 	Design considerations: Which design factors of crowdsourcing platforms are most critical for enhancing the success of crowdsourcing contests?

	Crowd
	Knowledge background: What selection and screening processes can organisations employ to target individuals with the right knowledge background for their crowdsourcing objectives?
Co-creation opportunities: How can organisations identify and exploit co-creation opportunities in amongst geographically dispersed crowd members?
	Motivation to participate: What motivational triggers drive individuals to submit innovative ideas to crowdsourcing contests?
	Crowd characteristics: What selection and screening processes can organisations employ to target individuals with the right knowledge background for their crowdsourcing objectives?







6 Contributions and Conclusion
6.1 Theoretical Contribution
Previous research on crowdsourcing for innovation has predominantly focused on the issues, benefits, and success factors of organizational crowdsourcing, clearly distinguishing between the adoption of external and internal crowdsourcing configurations. As a result, there is only limited insight regarding the simultaneous management of internal and external crowdsourcing efforts as a means of improving crowdsourcing outcomes for innovation seeking organisations [23]. This research gap highlights the necessity of combining insights from the external and internal crowdsourcing literature to obtain a more well-rounded understanding of the influential factors of crowdsourcing for innovation success from an organizational perspective. Consequently, in this paper, we have integrated literature insights from external crowdsourcing with those from internal crowdsourcing for innovation to derive a theoretical framework that combines and contrasts success factors for innovation from these two distinct crowdsourcing configurations. Specifically, the derived framework adds to existing research by outlining influential crowdsourcing factors from three perspectives: the firm, platform, and crowd level. This integrated perspective on crowdsourcing for innovation and the formulated questions for each influential factor can also guide future research on the success and failure of innovation-driven organizational crowdsourcing ventures. From the derived framework, we further develop a set of practical recommendations for managers of organizational crowdsourcing endeavors, which specify the conditions for innovation success through crowdsourcing (see Table 8 in Appendix 2).

6.2 Conclusion and Future Work
We carried out a systematic review to shed light on the potential benefits of facilitating crowdsourcing contests for organizational innovation and the importance of a comprehensive crowdsourcing strategy for innovation success. By integrating insights from two distinct literature streams, innovation and crowdsourcing, our aim was to enhance knowledge of when and how internal and external crowdsourcing configurations can support an organization’s search for innovation. Previous research in the field makes a clear distinction between the adoption of external and internal crowdsourcing configurations, leaving a critical gap in the existing literature, which lacks an integrated perspective on internal and external crowdsourcing in the context of organizational innovation. To bridge this gap, we offer a multi-level framework that outlines influential factors underlying successful crowdsourcing initiatives across the firm, platform, and crowd levels. The derived framework draws on and combines insights from both external and internal crowdsourcing to offer a more holistic view of crowdsourcing in the context of organizational innovation. It further provides a practical roadmap for organisations seeking to harness crowdsourcing for innovation. Future empirical research studies could further analyse how the multi-level factors identified in this integrated perspective influence the success of organizational efforts to improve their innovation capabilities through crowdsourcing. There is an opportunity to build on this review to further advance understanding of how organisations can effectively leverage crowdsourcing for innovation in an ever evolving and highly competitive business landscape.
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Appendix 1

Table 7.Overview of included IS, innovation and general management journals.

	Research field
	Journal name
	Number of articles

	IS
	Decision Support Systems
	2

	Information System Frontiers
	1

	Information Systems Journal
	1

	Information Systems Research
	2

	International Journal of Information Management
	3

	Journal of the AIS
	2

	Journal of Strategic Information Systems
	2

	European Journal of Information Systems
Information & Management
Information and Organization
Journal of Information Technology
Journal of Management Information Systems
MIS Quarterly
	0

	Total
	13

	Innovation
	Journal of Product Innovation Management
	2

	R&D Management
	6

	Research Policy
	3

	Technological Forecasting and Social Change
	2

	Industry and Innovation
Technovation
The Journal of Technology Transfer
	0

	Total
	13

	General Management
	Academy of Management Journal
	1

	Organization Science
	1

	Academy of Management Review
Administrative Science Quarterly
Journal of Management
The Academy of Management Annals
	0

	Total
	2

	Total
	 	28






Appendix 2

Table 8.Managerial recommendations for innovation success through crowdsourcing.

	 	Managerial recommendations

	Firm-level
	(1) To successfully generate organizational innovation from crowdsourcing efforts, organisations should consider firm-level factors that can influence this innovation approach. When tasked with facilitating and managing the crowdsourcing contest, managers should first evaluate the impact of organizational reputation on idea submissions in terms of generating crowd submissions for the firm’s innovation contest. In external crowdsourcing competitions, an insufficient or bad reputation may affect the crowd’s willingness to support the innovation-seeking organisation through their participation. Well known or popular organisations are likely to attract large crowds given their reputation. Therefore, firms should aim to improve their reputation prior to implementing a crowdsourcing strategy

	(2) Formulating a comprehensive crowdsourcing project management strategy is the second cornerstone of a firm’s crowdsourcing campaign. Projects that are not guided by organizational-level objectives are doomed to fail. This can result in high resource costs for the crowdsourcing organisation that could have been prevented through strategic pre-planning of the contest. Relevant strategic actions concern the processing of ideas generated during the crowdsourcing contest as well as their implementation into the firm’s innovation system, if not already guaranteed as in internal crowdsourcing

	(3) The third firm-level factor is supporting external innovation with internal firm efforts Having formulated a project management strategy, the innovation-seeking organisation is advised to complement external crowdsourcing crowd innovation with internal firm efforts, where possible. Complementary innovation activities can be conducted at the employee or departmental level and may involve employees from all backgrounds, or those with specific expert knowledge

	(4) Fourth is actively managing the participating crowd. Given their proximity to the firm, internal crowds are easy to reach during organizational crowdsourcing processes, and management should have strategies in place to effectively engage and communicate with them. Managerial feedback is a crucial tool for driving quality idea submissions and creating a positive learning experience for internal crowd members, given that many employees may return to participate in subsequent crowdsourcing contests

	Platform-level
	(1) Smooth contest facilitation is also determined by the platform, which connects all involved crowdsourcing actors. Organisations that align their strategic crowdsourcing objectives with design objectives for the associated platform can increase their chances of obtaining innovative ideas suitable for implementation in their systems. Consequently, managers are urged to identify appropriate design factors and supporting capabilities Organisations should seek platform capabilities that support the external crowdsourcing contest. An appropriate platform will not only support crowd collaboration and engagement but also enhance the firm’s idea processing capabilities, leading to more efficient and implementable crowdsourcing outcomes. Similarly, selecting a suitable platform design is pivotal for firms engaged in internal crowdsourcing. Besides basic functionalities (e.g., storing and processing idea submissions), managers should focus on a proven and collaborative design that allows for interaction between crowdsourcing actors, a transparent contest and an effective incentive systems

	(2) Our second recommendation is to base platform choice on firm resources and capabilities Organisations seeking external crowdsourcing innovation are advised to base their ultimate platform choice on existing firm capabilities and resources and their relationship with the crowd. Managers need to understand that platform choice involves a decision-making process that takes into account various factors, including contextual, strategic and operational considerations

	Crowd-level
	(1) As the origin of innovative outcomes in a crowdsourcing contest, extensive organizational attention should be directed towards the participating crowd. To select appropriate participants for the firm’s crowdsourcing activity, crowdsourcing managers need to first utilize crowd information. Managerial attention should be devoted to the crowd’s knowledge background, which is a decisive factor in idea development, in turn influencing the innovation success of a crowdsourcing contest. This requires the organizational facilitation of a crowd screening or pre-selection process, targeting individuals with a suitable knowledge background to support the organizational crowdsourcing objectives. Prior to the contest, the firm can either obtain specific information about the crowd’s knowledge background or assume given capabilities based on other available crowd information. For internal crowdsourcing where more information about the employee crowd is accessible to the firm, managers may want to engage in a more comprehensive screening and selection process considering various crowd characteristics. Organizational focus should be directed to attracting a crowd with characteristics that optimally align with the specific crowdsourcing objectives formulated in the firm’s strategy, and which are supported and carried out by the chosen crowdsourcing platform

	(2) The second crowd-level recommendation is understanding and leveraging the motivational triggers of crowdsourcing participants Crowdsourcing managers need to understand what motivates individuals to submit their innovative ideas to the contest. Motivational triggers can differ depending on the targeted crowd, but extrinsic and intrinsic motivation triggers are both effective in encouraging crowd members. The organization’s task is to identify such triggers and utilize them to maximize crowd submissions. An individual’s underlying motivation is reflected in their behaviour during the contest and can thus also inform future crowdsourcing activities by the organisation

	(3) Finally, it is important to identify co-creation opportunities where collaboration is difficult to achieve Firms need to recognise the difficulty of enabling collaboration amongst external crowd members, given their distance from each other. Managerial efforts can drive crowd co creation by recognizing opportunities and leveraging such opportunities through strategic actions and platform design features
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Abstract
Microsoft’s rollout of its cloud platform, Microsoft Azure, required a fundamental transformation of its partner ecosystem. Before the rollout, most partners were either resellers who focused on selling licenses for Microsoft's on-premises products or development partners who co-created on-premises products and services to expand Microsoft products. After the rollout, Microsoft aimed to foster an ecosystem with partners who would develop applications on the cloud platform to address the needs of customers and that would potentially scale on the platform. In a case study based on the introduction of the Azure platform, we lay out the challenges that Microsoft and its resell and development partners faced during the ecosystem transformation. Drawing on the responses to these challenges by Microsoft and its partners, we derive four governance mechanisms for enterprise software vendors during ecosystem transformation (e.g., establishing innovation clusters for specific target markets) and three adaptation mechanisms for ecosystem partners (e.g., developing their own IP). These mechanisms can guide incumbent companies and their partners as major technological shifts affect their ecosystems.
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1 Introduction
Enterprise software vendors like Microsoft, SAP, IBM, and Oracle have traditionally established large partner ecosystems [1, 2]. Partners in their ecosystem resell their products and services, develop complementary products, and offer additional services such as consulting, training, and maintenance [3, 4]. With this approach, enterprise software vendors could serve customers across the globe and address the needs of companies from diverse industries. Thus, partners have emerged as a critical success factor for enterprise software vendors. The vendors have developed capabilities to orchestrate their partner ecosystems, for example, through partner programs, certifications, and joint go-to-market strategies [5].
The enterprise software industry has changed significantly in the last decade, transforming from on-premises software products to cloud services [6]. With the increasing capabilities of cloud computing technologies, software vendors have, on the one hand, moved their core products to the cloud, replacing “packaged” ERP solutions that were implemented at the customers’ premises and customized to their specific needs. For example, SAP’s latest generation ERP (SAP S/4) is available via private and public cloud. On the other hand, they introduced cloud platforms to allow partners to develop and distribute cloud services. For example, SAP introduced the SAP Cloud Platform (now labeled SAP Business Technology Platform), Oracle introduced the Oracle Cloud Platform, and Microsoft introduced the Azure platform.
However, as the enterprise software vendors launched these cloud platforms, a significant challenge arose: convincing ecosystem partners to go along with the transformation of the ecosystem from a focus on on-premises solutions to cloud services. Critically, transforming an on-premises partner ecosystem into a cloud platform ecosystem involves a major discontinuous organizational transformation that could risk the business’s survival.
To manage such a transformation of a partner ecosystem, the focal firm needs to apply governance, i.e., it has to orchestrate the ecosystem of partners and steer them towards the transformed ecosystem. However, there is little guidance on how to do so because the information systems literature has primarily focused on the governance of ecosystems with homogeneous third-party developers on a technology platform. Also, this “platform governance” [7] has mostly been studied in emerging or stable ecosystems and not in ecosystems that undergo a transformation. Addressing this gap, we thus pose the question of how enterprise software vendors can govern partner ecosystems during major transformations and how partners can adapt to this governance.?
This question is gaining importance because, first, more and more incumbent organizations explore the opportunities of cloud technologies to transform their on-premises partner ecosystems. Second, ecosystem transformation can be triggered by other major technological shifts, such as the introduction of generative artificial intelligence as an innovation platform in the ecosystem [8].
To better understand the challenges of ecosystem transformation, we analyze the transformation of Microsoft’s partner ecosystem following the introduction of the cloud platform Azure. Like other incumbent enterprise software vendors, Microsoft had built an on-premises software business in which partners developed software solutions for customers, installed and maintained that software on the customers’ premises, and charged customers a license fee for each machine that ran the software. For the Azure platform to be successful, Microsoft had to move its partners to the cloud and help them develop the capabilities required to leverage the digital platform features to grow both Microsoft’s and their partners’ businesses.
By observing Microsoft’s ecosystem transformation over time, we identified four governance mechanisms: (1) establish innovation clusters for specific target markets, (2) implement scalable partner enablement, (3) apply ‘carrot-and-stick’ governance to incentivize transformation, and (4) align the internal partner organization with ecosystem-level goals. We also derived adaptation mechanisms from partners that engaged in the transformation along with Microsoft, namely: (1) build a unique experience in relevant target markets, (2) develop own IP, and (3) engage in partner communities. These mechanisms can be helpful for incumbent companies in the enterprise software industry and beyond who need to transform their partner ecosystem due to technological shifts, as well as for partners that plan to remain part of or join the ecosystem.
The paper is structured as follows. First, we briefly recap the role of partner ecosystems in the enterprise software industry. Second, we provide background to the Microsoft Azure case and, third, describe challenges that Microsoft and its partners faced during the ecosystem transformation. Then, we derive the governance mechanisms based on how Microsoft navigated the transformation and the adaptation mechanisms based on how partners reacted to the transformation. We conclude with a discussion of these mechanisms and their implication for practitioners.

2 Background
2.1 Partner Ecosystems in the Software Industry
Moore [9] established the notion of business ecosystems, which he described as companies working “cooperatively and competitively to support new products, satisfy customer needs, and eventually incorporate the next round of innovation.” In his seminal article, he referred to Apple and IBM as orchestrators of software and hardware ecosystems, which included suppliers and partners.
Soon, the term ecosystem, often partner ecosystem, became well-established in the software industry. In particular, when the fast-growing enterprise software industry transformed from monolithic to modular software architectures in the late 1990s and early 2000s, the ecosystems grew as more and more partners offered extensions to the core enterprise software products or additional services [10–12]. For example, IBM established the “IBM Software Development Platform Partner Ecosystem” in 2004:Today, an ecosystem of hundreds of IBM partners adds value to the IBM Software Development Platform. These companies provide complementary technology and services for Eclipse, WebSphere® Studio Workbench, WebSphere Studio, and Lotus® Domino® software, as well as for the Rational® suite of products. [13].



In this era of modular on-premises enterprise software (also referred to as “packaged” enterprise software), partners have become increasingly important. Examples of such packaged enterprise software include SAP’s enterprise resource planning system R/3, launched in 1992, becoming the most successful packaged enterprise software, and Oracle’s E-Business Suite, introduced in 1987 and expanded throughout the 1990s. Ecosystem partners co-created value with the vendors mainly by taking over sales, implementing, and customizing the packaged enterprise software [3, 4].
While on-premises enterprise software still flourished in the 2000s, the steadily increasing success of Salesforce, a cloud-native vendor of customer relationship management software, was a precursor of a broader shift toward cloud computing [14, 15]. By offering a core product as software-as-a-service via the cloud, it became even easier for partners to build complementary applications. These applications would connect to the core software through standardized application programming interfaces (APIs). Salesforce launched its AppExchange marketplace for partner applications 2005 and quickly saw increasing numbers of partner applications [16].
In contrast to Salesforce and other could-native entrants in the enterprise software industry, such as ServiceNow (for workflow management, founded 2004) and Weclapp (for enterprise resource planning, founded 2008), incumbent companies such as SAP, IBM, Oracle, and Microsoft had to undergo a significant transformation to shift towards enterprise software provisioned in the cloud [17, 18]. This transformation entailed, first, redeveloping the core enterprise software as cloud services and, second, transforming the partner ecosystem so that partners would join in the effort to not only resell and consult on cloud services but also create innovative complementary products and services. The basis for the transformation was a cloud platform enabling partners to develop and distribute apps and services on the platform [7, 19, 20].
Given the importance of the partner ecosystems for the incumbent enterprise vendors, this ecosystem transformation was crucial for the success of their quest to shift toward cloud computing.

2.2 Governance of Partner Ecosystems
To manage partner ecosystems, the focal firm applies governance. Governance or organizational governance, in its broader sense in the field of management, refers to “a system by which an organization makes and implements decisions in pursuit of its objectives.” [21]. The concept of governance has also been applied to interfirm relationships. For example, strategic alliances are managed through governance mechanisms such as contracts [22] and steering committees [23]. In outsourcing relationships between companies, both relational and contractual governance mechanisms are at play [24].
Expanding the concept of governance further, it has been applied to the management of platform ecosystems and referred to as platform governance [7]. Platform governance, in essence, captures how a focal firm (the platform owner) orchestrates an ecosystem of loosely coupled third-party developers [25]. It comprises governance mechanisms such as setting the optimal degree of openness for external third-party developers [26, 27], controls to ensure quality of third-party applications [28, 29], and the provision of boundary resources, i.e., resources such as application programming interfaces (APIs) that third-party developers can draw on to develop applications [30, 31].
While there is a significant body of literature on platform governance, this stream of work does not address all issues related to partner governance in software ecosystems. Platform governance applies when the ecosystem comprises a core platform run by the platform owner and a periphery of homogeneous third-party developers. However, in partner ecosystems in the software industry, there is often not one core platform but rather a suite of core products that can be extended through one or more platforms. Furthermore, the partners are heterogeneous, including partners that develop applications, partners that develop customer-specific solutions, partners that resell software of the enterprise software vendors, and consulting partners.
Furthermore, the literature on platform governance rarely addresses major shifts in the ecosystem’s underlying technology—such as the shift of a partner ecosystem from an on-premises to a cloud-based setting. We address this gap by focusing on how enterprise software vendors can govern partner ecosystems during major transformations and how partners can adapt to this governance. Drawing on the case of Microsoft and the launch of its cloud platform Azure, we address how enterprise software vendors can govern significant transformations of their partner ecosystems and how partners can adapt to this transformation.


3 Research Method
Following Yin [32], we conducted an instrumental case study, selecting a case that would advance our understanding of ecosystem transformations, both from an orchestrator and a partner perspective. We had the opportunity to work with a practitioner at Microsoft, who is also a co-author of the paper, and observed the transformation of Microsoft’s ecosystem following the launch of the Azure platform.
Data Collection.
In addition to the practitioner’s insights, we conducted fourteen one-hour semi-structured interviews with senior executives at Microsoft and one partner company. The interviewees were the Partner Sales Organization Lead, Head of Solution Sales Microsoft Azure, Azure Practice Development Unit Lead, Partner Business and Development Lead, ISV Program Lead, CSP Program Lead, two Partner Development Managers, two Partner Technical Architects, a Cloud Solution Architect, two Business Development Managers, and one partner representative. While our focus was on Microsoft’s perspective on ecosystem transformation, all interviews considered the situation of ecosystem partners, allowing us to derive both mechanisms for ecosystem governance and partner adaptation. We conducted the interviews face-to-face or via Skype between late 2016 and early 2018 [33]. We recorded and transcribed the interviews.
In addition to the primary data, we collected publicly available data on the milestones of the Azure platform, use cases, and events. This material included annual reports, press releases, blog entries from the official Microsoft blog, tech blogs, video material on partner events, and websites. In total, we collected 59 documents. Furthermore, through the practitioner at Microsoft, we gained access to executive presentations on ecosystem transformation and partner strategy. These multiple sources enabled data triangulation [34].

Data Analysis.
We adopted an iterative coding process to identify the challenges Microsoft and its partners faced during ecosystem transformation, governance, and adaptation mechanisms [35, 36]. First, we used open coding to identify any interview statements that would contribute to our understanding of Microsoft’s partner ecosystem transformation. In total, we assigned 180 open codes to 193 quotations.
Then, we aggregated the open codes into sub-categories and categories (see Table 1 for analysis examples). Categories included “Challenges for Microsoft,” “Challenges for resell partners,” “Challenges for development partners,” “Governance mechanisms,” and “Adaptation mechanisms.” Coding was performed by the first author and the co-author employed at Microsoft to ensure that the practitioner’s perspective was also represented in the coding process. Thus, the resulting categories resulted from the bottom-up aggregation of open codes and the reflection of coding results in the author team. The complete codebook is available from the authors upon request.

Table 1.Illustrative excerpt from the coding scheme

	Interview quotes and open-coded sections
	Open code
	Sub-category
	Category

	Nevertheless, we still have a very strong on-premises business at the same time. This means that we still have a classic client business, and we won’t be able to get away from it anytime soon. (Principal IT Architect at SAP partner company, Interview 14)
	Lion’s share of revenue still generated in the established on-premises business
	Reluctance of partners to transform
	Challenges for Microsoft

	We have to make sure that we transform our traditional partners. In other words, we empower them technologically and in the sense of a common go-to-market strategy. Ultimately, it is also a challenge for the partners to change the business model. (Partner Development Manager, Interview 8)
	Resell partners must transform their business model
	Business model becomes obsolete in the cloud
	Challenges for resell partners

	That was the central logic of the business transition. For an analysis of 80 scenarios and 30 markets, we picked out eight that we thought had the greatest potential. We have put a kind of start-up team on top of this, which has end-to-end capabilities, i.e., from partner recruitment to partner sales to marketing, research, and technical skills to build solutions and implement customer scenarios in one team, so that they can act sustainably end-to-end, a bit like a start-up, in an agile setup. (Independent software vendor program lead, Interview 6)
	Establish teams that focus on one target market and build competencies in these target markets
	Establish innovation clusters for specific target markets
	Governance
mechanism

	The important thing is that you add value, that is, own IP, such as managed services. For example, you have a sensor that generates data that can be evaluated, and insights are gained from it. After all, you’ve developed a whole new business model where you don’t implement the sensor once, and then you’ve sold three consulting days. No, you’re saying, “You don’t have to pay anything for implementation. Instead, I have to change my model so that, for example, I receive money from you for each successfully evaluated data set. You don’t have to pay anything for implementation, support, maintenance, sensor, etc.” (Business Development Manager, Interview 4)
	Shift from projects to solutions
	Develop own IP
	Adaptation mechanism




4 Empirical Findings
4.1 Case Summary: Microsoft Azure
Founded in 1975 by Bill Gates and Paul Allen, Microsoft Corporation is a world leader in software and hardware development, with revenues of $198 billion in 2022 [37]. Its most important products and services include the operating system Microsoft Windows, productivity applications such as Microsoft Word and Excel under the umbrella of Microsoft 365, and hardware such as the Microsoft Surface products. These products and services target both end-users and businesses of all sizes. For example, more than 1 million companies used Microsoft 365 products in 2022 [38], and the combined number of paying private and end-users reached 345 million in 2022 [39].
To serve such large numbers of customers—particularly business customers—Microsoft relies on a global ecosystem of more than 400,000 partners [40]. Only a few of Microsoft’s business customers directly interacted with Microsoft; this typically included large global corporations. All other business customers bought Microsoft products and services from partners. Beyond selling Microsoft products and services, partners offered services such as consulting, integrating products with the customer’s legacy landscape, and developing new products and services. A partner manager at Microsoft underlined the importance of the partner ecosystem:For each employee, you can actually calculate 2.8 partners. For every employee, there are two to three partners. That’s how Microsoft scales. Our partner ecosystem is the only way we can serve almost any company worldwide. (Senior Partner Development Manager at Microsoft, Interviewer 8)



Microsoft Deutschland GmbH, the subject of this case study, is one of the largest Microsoft businesses outside the US, with more than 2,800 employees. Its core business activities are product marketing, and customer and partner support. With more than 30,000 local German partner organizations, Microsoft Deutschland GmbH manages one of Microsoft Corporation’s largest regional partner ecosystems to serve its 3.6 million German customers [41].
In the last decade, Microsoft has transformed from a business focused on selling on-premises products through traditional software licensing to a provider of services delivered in the cloud. This strategic shift is built on Microsoft Azure, Microsoft’s cloud platform launched in 2014 that supports building, testing, deploying, and managing applications and services through a global network of Microsoft-managed data centers. It provides software as a service (SaaS), platform as a service (PaaS), and infrastructure as a service (IaaS), listing over 600 services such as identity management, AI and machine learning, security, integration, databases, and mixed reality [42]. In addition, it supports multiple proprietary and third-party programming languages.
However, given Microsoft’s huge reliance on its partners, it had to transform its partner ecosystem and business model. In an address to 400,000 partners on the future of its new digital platform ecosystem in 2014, the CEO of Microsoft, Satya Nadella, acknowledged this strategic driver for the Microsoft Azure cloud platform and linked it explicitly to the partner support required for the success of Microsoft Azure:This company was built on enabling broad ecosystems and broad partner opportunity. We now need to redefine what it means to build an ecosystem in a mobile-first, cloud-first world. (Satya Nadella, CEO, Microsoft Agenda, 2014)



In hindsight, Microsoft’s transformation has been successful. After Microsoft launched Azure in 2014 and started its transformation journey, its overall revenue stagnated and slightly declined until 2017 before strong growth rates kicked in (Fig. 1). The strong revenue growth was driven by Microsoft’s cloud business, which saw quarter-over-quarter revenue growth rates nearing 100% each quarter in 2017 and 2018 [43, 44]. Furthermore, Microsoft’s cloud infrastructure market share increased from 13.7% to 20% from 2017 to 2020, among harsh competition with global players such as Amazon with AWS and Google with Google Cloud [45].[image: Bar chart showing data from 2010 to 2022, with values increasing over time. A notable point is marked in 2015 with the text "Launch of Microsoft Azure" at a value of 87. The chart starts at 62 in 2010 and peaks at 198 in 2022, illustrating a general upward trend.]
Fig. 1.Microsoft’s global revenue 2010–2022 in billion $ [46]



To understand how Microsoft successfully transformed its partner ecosystem, we conducted a case study of Microsoft Deutschland GmbH. We report details on our methodological approach in the Appendix. Based on fourteen interviews and comprehensive secondary data covering a timespan from late 2016 to early 2018, we identified the major challenge that Microsoft and its partners faced during the transformation. Observing the reactions to these challenges, we establish four governance mechanisms that guided Microsoft’s successful transformation of its ecosystem and three adaptation mechanisms that capture how partners successfully adapted to the changes of the partner ecosystem.

4.2 Challenges During Ecosystem Transformation
The early phase of Microsoft’s transformation was challenging both for Microsoft—as highlighted by stagnating revenue (Fig. 1)—and for ecosystem partners.
Challenges for Microsoft.
We identified three significant challenges Microsoft had to overcome: (1) reluctance of partners to transform, (2) shift of the point of contact at business customers, and (3) focus on short-term financial performance (Table 2).Table 2.Microsoft’s challenges during ecosystem transformation

	Challenge
	Description

	Reluctance of partners to transform
	• Lion’s share of revenue still generated in the established on-premises business
• Lack of in-house experience with cloud technologies
• Security concerns

	Shift of the point of contact at business customers
	• Operational instead of IT departments become the point of contact for Microsoft
• Access to operational departments is lacking

	Focus on short-term financial performance
	• Short-term revenue decrease in favor of stable long-term revenue and growth opportunities
• Employees’ incentives still aligned with short-term financial performance





First, many partners were reluctant to transform, that is, to shift their focus from on-premises products to cloud services. Reasons for their hesitation included that many partners still made the lion’s share of their revenue with their on-premises business. As long as customers were not proactively demanding cloud solutions, there was no incentive for partners to promote them. Furthermore, many partners did not yet have sufficient expertise in-house to develop cloud solutions at the same level of quality as they did on-premises. In addition, partners raised security concerns concerning cloud services:Some partners still claim that the whole cloud story is a big hype, a bubble that will explode tomorrow. And tomorrow is the moment when someone breaks through our security model and steals all the data. This has never happened before. But there are doubts that this will happen. They say: ‘And what if someone steals all the customer/user data and sells it to a competitor?’ (Partner Technical Architect, Interview 12)



In sum, this was a threat to speed to market and to achieving critical mass in the cloud, where Microsoft had become the second-largest player behind the Amazon Web Services offering [47].
Second, with the transformation towards an ecosystem enabled by the Azure platform, the point of contact at Microsoft’s business customers changed. Microsoft and its partners have traditionally interacted with their customers’ IT departments. However, with cloud services and related software-as-a-service offerings, the operational departments became the key actors. When end-users in the customer companies’ operational departments became convinced of a specific cloud application, they would pitch that internally. The challenge for Microsoft was that it had only limited contact with customer companies, and those contacts were limited to the IT department.The reality is that it works differently in the cloud market. Someone says, “I would like to have an application for order management!” Or for contact management, or whatever their problem is at that moment. This decision-maker is most likely not in the central IT department but somewhere else and wants to have his problem solved now, not in three years. This is satisfied by a digital buying process. (Independent Software Vendor Program Lead, Interview 6)



Third, the revenue flow changes when shifting from on-premises products to services made available in the cloud. Instead of a significant up-front revenue for the sale of licenses, Microsoft would receive a smaller but recurring revenue for cloud subscriptions. While annual subscription revenues made Microsoft’s overall revenue more predictable, this change also decreased short-term revenue. This was a challenge because many employees, particularly in partner management and sales departments, were still incentivized by their short-term revenue. Thus, the overall goal of “cloud-first” did not always translate into the individual incentives:That’s what I would say is the biggest challenge: How do you actually measure this success, which may come many months or a few quarters later? The best example is Thyssen Krupp: Now it starts, and there are real benefits of using the Azure platform. When we presented the whole thing at the HMI1, we had a nice pilot, a showcase. We knew where it was going, but if you had looked at the numbers, it wasn’t a case that would have been interesting for us in the short term from the licensing requirements. (Business Development Manager, Interview 4)




Challenges for Partners.
We first differentiate between two types of partners to identify the challenges Microsoft’s partners faced following the introduction of Microsoft Azure (Table 3).Table 3.Challenges of Microsoft’s ecosystem partners during the transformation

	Partner type and activities
	Activities
	Challenges

	Resell partners
	• Software distribution
• Hardware distribution
• Hardware/software warranty support
• Value-add services such as help desk, training, on-site IT support
	• Business model becomes obsolete in the cloud
• Proximity to customers becomes less important

	Development partners
	• Database development
• Software development
• Mobile applications
• Web applications
• Integration and customization of solutions from different vendors
	• Shift focus from projects to products and services
• Lack of skills





Resell partners focus on selling Microsoft products to their customers. In particular, they distributed software licenses and hardware and often offered value-added services such as help desk, training, and on-site IT support. Cloud computing would disrupt the business model of resellers, requiring them to reinvent their business models in the medium term. As customers could now access Microsoft services directly from the Microsoft Azure platform, the business opportunities for licensing software partners decreased. For example, Ingram Micro Deutschland, the German subsidiary of the US-based leading distributor of IT products, was one of Microsoft’s largest resellers in Germany and had to expand its portfolio to be less dependent on on-premises products [48]. A transformation of the business model to become a provider of cloud services was challenging for resell partners because they often lacked the experience and skilled workforce to develop state-of-the-art cloud services:Resellers are often large partners, very scaling partners. At the moment, however, they are not yet as successful as CSPs [cloud solution providers]. Of course, the resellers have a lot of pressure to get out of this classic transactional business and into the managed service world, but they have a brutal hard time doing so. (Cloud Solution Provider Program Lead, Interview 7)



Development partners developed specialized software extensions (add-ons) or complete solutions that enhanced Microsoft products and services. The value of the partners’ products for their customers was contingent on the Microsoft products and services to which they were connected. In addition, development partners offered installation, configuration, and consulting services to implement, maintain, and upgrade software. Some development partners focused on system integration. These partners advised on and integrated solutions from different suppliers. Primarily, these were customized services, including data migration, implementation, and support.
These partners’ business models were built on individual customer projects, typically integrating Microsoft and other third-party solutions with the customers’ on-premises legacy landscape. Thus, the major challenge for these partners was to shift their focus from projects to products and services. For example, T-Systems is an IT service provider based in Frankfurt that, amongst others, offers system integration services for all Microsoft solutions. T-Systems has expanded its partnership with Microsoft to leverage new business opportunities in the cloud [49].Bringing about this change, taking partners with you, is already a major challenge for many partners. My personal experience is that the larger the partner, the harder it is to get out of the classic managed project world into the managed services world. (Cloud Solution Provider Program Lead, Interview 7)



In addition, partners faced the challenge of their employees requiring new skills. First, they had to get acquainted with the Azure platform and its functions. Second, the software development paradigm changed from on-premises to the cloud: Instead of developing independent software products, cloud applications would build on Azure’s cloud infrastructure. Third, implementing new use cases with customers required a broad set of skill sets, for example, related to the analysis of data accumulated on the customer side:The next thing to come: how can I develop new algorithms, for example? In the past, completely different people did this for completely different topics. Here, too, the partners have the challenge of needing data scientists. (Business Development Manager, Interview 4)



In sum, for both partner categories, the transition from delivering on-premises products and services to providing cloud applications required significant changes to their business models, including the marketing and sales strategy, cost and profit calculation, the timing of cash flows, and the portfolio of products offered while coming along with uncertainty about adoption by customers [50]. These challenges explain why some Microsoft partners reacted negatively to Microsoft’s transformation toward a cloud-based digital platform ecosystem: They perceived it as an attack on their business model rather than a novel business opportunity.


4.3 Governance Mechanisms for Ecosystem Transformation
Our case study allowed us to observe how Microsoft reacted to the initial skepticism between partners and internally. From these observations, we derived four mechanisms that Microsoft applied to govern the transformation of its partner ecosystem (Table 4).Table 4.Microsoft’s governance mechanisms for ecosystem transformation

	Governance mechanisms
	Manifestations
	Rationale

	Align internal partner organization with ecosystem-level goals
	• Decouple partner ecosystem performance measures from short-term KPIs
• Establish startup-like teams with high degrees of freedom
	• The internal partner organization is crucial for implementing the transformation of the ecosystem

	Establish innovation clusters
	• Establish teams that focus on one target market and build competencies in these target markets
• Enter target markets with flagship projects
• Form consortia of partners
	• Innovative use cases draw customers to the platform
• The orchestrator has to initiate the development of innovative use cases because partners are reluctant

	Implement scalable partner enablement
	• Offer resources to support the transformation
• Provide funding for proofs-of-concept
• Engage partners in the partner community
• Offer new formats for co-innovation
• Work with technology evangelists
	• With an increasing number of partners, the orchestrator can no longer support partners individually
• Interactions among partners can create synergies for partner enablement

	Apply “carrot-and-stick” governance
	• Implement goal-aligned financial incentives
• Let the support of old, non-transformed business expire
• Stop investments in relationships with hesitant partners
	• Financial incentives are the most effective mechanisms to increase the number of partners that transform
• Mid-term negative consequences for staying in the old ecosystem can incentivize partners that still have a sound business model in the old ecosystem





Align Internal Partner Organization with Ecosystem-Level Goals.
The first governance mechanism refers to aligning the internal partner organization with ecosystem-level goals. The internal partner organization proved to be crucial for implementing the transformation of the ecosystem. Before the ecosystem transformation, Microsoft’s internal partner organization aimed to work with as many partners as possible who generate as much revenue as possible. During the transition, these goals proved counterproductive because the partner organization had to invest up-front in developing new markets with selected partners. It would take time before these new markets generated revenue. Thus, it was crucial for the partner organization that they got the flexibility and freedom they needed to develop new business:But when you introduce great new projects to the top management, they expect to see an impact immediately. That means maintaining flexibility, freeing people up so they can think freely and proceed differently, getting higher management to ensure that you get these freedoms in the long term, freeing up resources, and having staying power so that the impact is visible and measurable in systems. I think that is the secret—that the partner channel transformation is doing well at the moment, but it’s undoubtedly a new struggle every day. (Partner Business & Development Lead, Interview 5)



To formalize the changes in its partner organization, Microsoft relabeled it as “One Commercial Partner” and restructured it into three areas: “build-with,” “go-to-market,” and “sell-with” [51]. Aligning the internal partner organization with ecosystem-level goals was a prerequisite for implementing further governance mechanisms because the partner organization ultimately implemented the governance and had to be incentivized to do so.

Establish Innovation Clusters.
The second governance mechanism is to establish innovation clusters for particular target markets. Before the launch of the Azure platform, Microsoft had focused on making its products useful for as many markets as possible, and partners had then helped to adapt the products to customer needs. However, for the Azure platform to be successful, it had to offer innovative use cases because those would draw customers to the platform. Since partners were only starting to transition to the Azure platform or were even reluctant, Microsoft had to push innovation itself.
To establish innovation clusters, Microsoft established teams that focused on specific target markets and built expertise in these markets. Taking on an end-to-end perspective, these teams at Microsoft would systematically search for markets that could benefit most from use cases on the Azure platform. Once they identified a market, they had to understand the challenges of the customer companies. Thereby, they had to interact with people from the operational departments rather than with the IT departments, as the technology was no longer the central part of the conversation:When building a healthcare or sports business, I can use different technologies to make a business case. I take a different angle, and suddenly, I talk to people who understand something about healthcare or sports and use the relevant technology. This way, I shift the conversation to a customer-benefit conversation and away from a discussion about pure technology, which is then just a means to an end. (Independent Software Vendor Program Lead, Interview 6)



For example, Microsoft worked with Real Madrid, one of Europe’s most famous soccer clubs, to create a virtual stadium application and further online services for Real Madrid’s fanbase [52]. To do so, Microsoft had to build initial expertise in the sports and entertainment business.
Like with Real Madrid, Microsoft’s goal was to enter markets with a flagship project, which would trigger further customers to adopt the Azure platform. Typically, Microsoft proactively involved partners in these flagship projects because the approach would otherwise not scale. Microsoft teams and partners formed so-called innovation clusters with a startup-like character and the goal of opening new markets for the Azure platform.

Implement Scalable Partner Enablement.
The third mechanism refers to implementing scalable partner enablement. As more partners joined the Azure platform, Microsoft could no longer work with them individually as they became familiar with the platform. Furthermore, the increasing number of partners created more potential for synergies among partners as they would interact as well as share, and combine their experiences. Microsoft developed several mechanisms that helped partners to onboard the Azure platform and connect with other partners, depending on the requirements of different partner groups.
For example, Microsoft helped small and medium-sized partners develop cloud-based business models and services successfully by providing business, technical, and sales and marketing support, combined with transformation workshops, to help partners position themselves in the Microsoft Azure ecosystem and start a successful cloud business.We offer business transformation workshops for partners in various forms. There, privacy is still a big topic in cloud sales, so the customer brings objections and pretexts around privacy and the cloud. (Cloud Solution Providers Program Lead, Interview 7)



These workshops also help to reduce partner concerns and fears about moving to a cloud environment. Data protection and digital marketing emerged as the most important topics for discussion.
In addition, Microsoft established a marketing service portal to support digital marketing. The portal helped partners extend their reach with search engine optimization, develop a social media strategy, and guide website design and architecture. This portal aimed to provide partners with mechanisms to extend their potential customer base through a range of digital channels:For CSPs [cloud solution providers] and, more generally, managed services, digital marketing, and especially social media marketing, are gaining importance; hence, we now also offer workshops for social media branding, which were very well received. (Cloud Solution Providers Program Lead, Interview 7)



To help partners create innovative new solutions on the Azure platform, Microsoft increased and standardized its support for proof-of-concepts developed by partners.We have various investment funds that support proof-of-concepts in projects. That means I have to set up a pilot and see if it works the way we imagined. We also have deployment support, which means we help all the way to the implementation. (Business Development Manager, Interview 3)



Finally, as part of scalable partner enablement, Microsoft used technology evangelists to inspire partners about potential business opportunities.

Apply “Carrot-and-Stick” Governance.
The last mechanism entails the application of “carrot-and-stick” governance to incentivize partners to transform, along with Microsoft’s ecosystem transformation. Financial incentives were the most effective mechanisms to increase the number of partners that transform. However, partners with a sound business model in the old ecosystem would only consider going along with the transformation if they faced mid-term negative consequences for staying in the old ecosystem.
On the one hand, Microsoft designed direct incentive mechanisms for partners that adopted the Azure platform. First, financial incentives were contingent on partners delivering services in the cloud. For example, Microsoft rewarded licensing software partners with a fixed payment when cloud services were sold:Partners get a revenue share from us for each EA [enterprise agreement] and a higher revenue share if there is a substantial cloud in the EA. Partners receive a relatively high revenue share programmatically from us for selling services in the Microsoft Cloud Germany. Partners get an extremely high revenue share for selling Azure high-end services such as Cortana, Analytics, or IoT. (Head of Partner Sales Organization, Interview 1)



To fund these incentive mechanisms, Microsoft spent 4.3% of its commercial revenue in 2017 on partner incentives [53].
Second, partners received free licenses for services on Microsoft Azure, including software development, training, and marketing to boost business growth.We give our partners internal licenses so they can use our technology independently without paying; we provide them with training vouchers, do roadshows with them, go to trade fairs, and so on. (Head of Partner Sales Organization, Interview 1)



On the other hand, Microsoft made the old, on-premises business less attractive for partners. Microsoft specified that upgrades to existing services and the launch of new products would be supported only on the Microsoft Azure platform and not in an on-premises environment. For example, using Microsoft Office on iOS without an Office 365 subscription and Microsoft Azure Active Directory was impossible. In this case, the end-users pull the Microsoft partners to the cloud and use the Microsoft Azure platform rather than Microsoft pushing them.
In addition, Microsoft clarified that support for a transition to the Azure platform was only available for a limited time. Partners had to show initiative to demonstrate their willingness to implement services for their customers in the cloud:I like to invest time, money, and love in a partner, but I expect [the partner] to have the topic [of moving to the cloud] on the radar, at least after three or four months. (Program Lead, Cloud Solution Providers)





4.4 Adaptation Mechanisms of Ecosystem Partners
When Microsoft introduced the Azure platform and made it a strategic priority, it was clear that partners needed to adapt. However, many partners failed to do so because they still made sufficient revenue from their business model based on reselling and developing on-premises solutions. Still, many partners successfully adapted to the new ecosystem, and many new partners joined. From these partners, we can derive mechanisms for successful adaptation during ecosystem transformation (Table 5). We highlight how these adaptation mechanisms apply to resell and development partners.Table 5.Adaptation mechanisms of ecosystem partners

	Governance mechanisms
	Manifestations
	Rationale

	Build unique experience in relevant target markets
	• Build and maintain relationships with both IT and operational departments of customers
• For large partners: acquire specialists
• Establish co-innovation with customers
	• Only with expertise in relevant target markets will partners remain important for Microsoft
• Such experience will help partners become part of Microsoft’s innovation clusters

	Develop own IP
	• Shift from projects to solutions
• Reuse modules across customer projects
	• With their own IP, partners can offer software-as-a-service solutions, aligning their business model with the transformed ecosystem

	Engage in partner communities
	• Present use cases at partner events
• Take on a role as an early mover in the community
• Collaborate with partners
	• Partners benefit from synergies with other partners
• More innovative use cases can result from collaboration with partners





Build Unique Experience in Relevant Target Markets.
The first adaptation mechanism for partners during ecosystem transformation is to build a unique experience in relevant target markets. Microsoft’s transformation showed that as an ecosystem orchestrator, Microsoft sought partners to help them create and offer end-to-end solutions to customers in specific markets—such as sports clubs or hospitals. Thus, for partners to remain relevant in the Microsoft ecosystem, they had to signal that they are well embedded in one or more such markets. Signaling such expertise helped partners become part of the innovation clusters Microsoft set up.
For resell partners, this transformation was particularly challenging because they often sold licenses across multiple industries without building in-depth experience. Still, they could leverage and expand their established relationship with both the IT and the operational departments of customers. Given that Microsoft often lacked direct contact with the customers’ operational departments, it became crucial for resell partners to engage not only with the IT departments of their customers but also with the operational departments. These connections put them in a stronger position vis-à-vis Microsoft, granting them more time to shift to the Azure platform. Large resell partners had the additional opportunity to build market-specific expertise through acquisitions:It’s going to be really difficult for [resellers]. There’s a range. There are the small resellers around the corner. I don’t think we need them anymore. All the way to the big ones, the Large Account Resellers. They have the opportunity to invest; they buy new companies. I believe they have the opportunity to take this momentum with them through acquisitions and investments. (Head of Practice Development Unit, Interview 3)



For development partners, it was easier to draw on unique experiences from specific markets. These partners often had longstanding experience developing on-premises products and implementing complex integration projects in particular markets. These partners could then engage in co-innovation activities with their customers to create first use cases on the Azure platform. This approach would make partners highly attractive to Microsoft because Microsoft was looking for partners and customers to establish co-innovation clusters. For example, the IT consultancy Reply Deutschland SE engaged in co-innovation with Claas, a leading European agricultural machinery manufacturer. They jointly developed a platform that integrates data from the different machines, providing farmers additional services such as reviewing their machinery’s position and driving tracks [54].

Develop own IP.
The second adaptation mechanism refers to developing one’s own IP. This mechanism applies to development partners even though resell partners, in the long run, would also benefit from selling their own products. With a focus on developing their own IP, partners could offer software-as-a-service solutions, aligning their business model with the transformed ecosystem.
Before the transformation to the Azure platform, development partners often implemented customer-specific projects, for example, to integrate their own or third-party products with the customers’ legacy landscapes. The Azure platform allows partners to provide software-as-a-service to customers with little customer-specific implementation required. And even if some customer-specific implementation were required, partners would often be able to reuse modules of the solution across partners, as long as they kept the IP rights to the code. Microsoft highlighted the importance of partners focusing on developing their own IP early on in the transformation, but not all partners realized it:We tell all partners to think about how they can get from their reselling and professional service to managed service and their own IP. That’s a different discussion than ‘How can we tackle the next customer with the following project?’ We now say, ‘What is your scaling solution for the future, and on which marketplace do you want to offer it?’ Sometimes, managing directors of partners look at us and think, ‘What is this person talking about?’ because that’s relatively far away for them. (Partner Business and Development Lead, Interview 5)



The example of Aquia highlights how developing their IP could boost the growth of a partner business:For me, Aquia is a prime example: They have an MSP [managed service provider] environment for Drupal. They offer Drupal as a service. But they don’t just offer Drupal as a service; they have developed additional services, especially in the business intelligence realm. Thus, they have SaaS elements. In five years, they have grown abnormally and built a huge business on top of an open-source content management system. Doing something like this is an opportunity to evolve from a hoster to an MSP and from an MSP to a SaaS provider. (Independent Software Vendor Program Lead, Interview 6)




Engage in Partner Communities.
The third adaptation mechanism involves engaging in the partner community during the transformation. Bot resell and development partners could benefit from synergies with other partners in the partner communities, for example, through innovative use cases that result from the collaboration among partners.
To engage in partner communities, first, partners could present use cases they implemented with customers at Microsoft partner events. These presentations would increase the partner’s visibility for Microsoft and attract more support from Microsoft. This effect was even more robust when the partner was an early mover in the community. Microsoft was actively looking for such early-moving partners, rewarding them with extraordinary resources and support. Second, engaging in the partner community created opportunities for collaboration. For example, resell partners could join forces with development partners—the resell partner benefited from the development partner’s expertise in the target market, and the development partner from the reach of the resell partner. For Microsoft, such collaborations became increasingly essential, and it supported them with additional resources:[Partners] also want to work with other partners because they know they can never cover everything. If we, as a company, still bring them together and orchestrate the ecosystem, i.e., bring several partners together to offer end-to-end solutions, then that is another added value for partners. (Head of Partner Sales Organization, Interview 1)



In sum, while the ecosystem transformation posed significant challenges for partners, it also provided opportunities for those flexible enough to adapt.



5 Discussion
Governing partner ecosystems has long been essential to enterprise software vendors’ business [3, 55]. Over time, enterprise software vendors have established the capabilities to attract and retain partners in their ecosystems, for example, by providing resources for partners through partner programs or by certifying partner solutions [1]. However, the case of Microsoft illustrated that orchestrators and ecosystem partners need new skills when their ecosystem’s underlying technology undergoes a significant transition—such as a transition from on-premises to cloud software [14]. We derived four governance mechanisms that help enterprise software vendors navigate ecosystem transformation and three adaptation mechanisms that partners can draw on as they react to such transformations (Fig. 2).
The model first illustrates the orchestrator’s governance mechanisms. It shows that aligning the internal partner organization with the ecosystem-level goal is the starting point for a governance approach in an ecosystem undergoing transformation. Then, the orchestrator can engage in further governance mechanisms that, in turn, trigger adaptation by partners. First, the governance mechanism “establish innovation clusters” incentivizes partners to “build unique experience in relevant target markets.” With this unique experience, partners can become indispensable parts of innovation clusters, strengthening their position to capture value from the ecosystem. Second, the mechanism “apply ‘carrot-and-stick’ governance” leads to partners engaging in partner communities—for those partners that go along with the transformation of the ecosystems. Some partners might drop out of the ecosystem due to the carrot-and-stick governance that tries to push them to the transformed ecosystem. The partners that remain in the ecosystem are more likely to engage in the partner community. Finally, the governance mechanism “implement scalable partner development” allows a more significant number of partners to develop their own IP, a strategy that helps, particularly former resell partners, to capture value from the ecosystem. In the final step, observing the partners’ adaptation mechanisms provides essential feedback for the orchestrator on reconfiguring governance to further support the ecosystem transformation.[image: Flow chart illustrating governance and adaptation mechanisms between an enterprise software vendor and a partner ecosystem. Key elements include: "Align internal partner organization with ecosystem-level goals," "Establish innovation clusters," "Apply 'carrot-and-stick' governance," "Build unique experience in relevant target markets," "Engage in partner communities," "Implement scalable partner enablement," and "Develop own IP." Arrows indicate directional relationships, with feedback for governance reconfiguration. Circles of varying sizes represent different components within the ecosystem.]
Fig. 2.Governance and adaptation mechanisms in ecosystem transformations in the enterprise software industry



5.1 Contribution to Literature
Our work first contributes to research on enterprise software by shedding light on the transition towards cloud computing and its impact on vendors and partners. The findings add to previous work that has mostly studied partner ecosystems in the era of packaged enterprise software [e.g., 3, 4] and has not considered the effect of major shifts in the ecosystems’ underlying technologies. We further contribute to work on the transition of software vendors to the cloud by taking on an ecosystem perspective, considering both the orchestrator and ecosystem partners [14, 15].
Second, we enhance the information systems literature on governance of interfirm relationships. While previous work has mostly studied the governance of close partnerships such as strategic alliances [22, 23] and loosely coupled third-party developers [7, 25]. In the first case, the number of partners is typically small. In the second case, the number of partners or third-party developers can be large, but they are treated as a homogeneous group. Our findings show that in partner ecosystems in the software industry, there is a large number of heterogeneous partners. Governing them during phases of ecosystem transformations is challenging, and our paper provides the first mechanisms for how ecosystem orchestrators can address that challenge.
Third, our work adds to the broader literature on digital platforms. This literature has mostly considered how orchestrators attract new third-party developers to a platform ecosystem rather than how to transform an existing ecosystem [7, 19, 20]. Furthermore, most studies focused on consumer-facing digital platforms such as app platforms for smartphones or gaming platforms. These studies’ implications for literature and practice would not fully apply to more complex business-to-business settings such as enterprise software.
Future research could enhance our case study to evaluate generalizability. Qualitative case studies on other platforms launched by enterprise software vendors could underline and expand our findings. Quantitative analysis of partner reactions to ecosystem transformations could shed more light on the characteristics of partners that successfully adapt to these transformations. Data sources for this kind of analysis include curated industry data such as the ISVworld database [56] or data gathered from partner communities such as the SAP community [57]. Besides the characteristics of successful partners, it could be worthwhile to study why some partners continue to focus on the old ecosystem model and why. Such a strategy could be deliberate to become a niche player for developing and maintaining on-premises software and charge higher prices over time as the number of partners that still have these skills declines.

5.2 Contribution to Practice
We have derived these mechanisms from the case of Microsoft’s Azure platform. However, we suggest that the findings can also be helpful for other companies in the enterprise software industry, for transformations other than those from on-premises to cloud software, and for some incumbent companies from industries other than enterprise software.
First, incumbent enterprise software vendors like SAP, IBM, and Oracle are still transforming their ecosystems toward cloud software [17]. For example, SAP extended its support for its popular on-premises ERP (SAP R3) until the end of 2027 with an option for extended maintenance until 2030 [58]. While many partners have embraced SAP’s cloud platform, some still rely on revenue from on-premises business. Drawing on the adaptation mechanisms, these partners, for example, would benefit from developing their own IP on the SAP Business Technology Platform.
Second, the enterprise software industry will undergo further transformations as the underlying technology continues to evolve. While not every change might be as transformational as the shift from on-premises to cloud software, the governance and adaptation mechanisms can still be helpful. For example, advancing artificial intelligence tools in enterprise software affects the partner ecosystem. Enterprise software vendors have included numerous tools and services in their cloud platforms that customers and partners can use to implement AI-enabled use cases. Governance mechanisms such as establishing innovation clusters for specific target markets and implementing scalable partner enablement will help spread artificial intelligence offerings across the ecosystem.
Third, we suggest transferring the mechanisms to contexts beyond the enterprise software industry. For example, manufacturing companies have begun to invest in the industrial Internet, which requires the partners in their production network to become part of a new cloud-based partner ecosystem [59]. In the financial industry, banks have embraced open application programming platforms to allow existing and new partners to develop and distribute add-ons to the banks’ core applications. Similarly, the healthcare industry has seen ecosystems of service providers transform as cloud platforms are launched to improve coordination among providers and allow the development of innovative new solutions [60].


6 Conclusion
In this case study on the introduction of Microsoft Azure, we shed light on the transformation of partner ecosystems in the enterprise software industry. With the advance of cloud computing technologies, the enterprise software industry has gone through a fundamental shift from on-premises software to cloud-based services. This shift challenged not only Microsoft as the ecosystem orchestrator but also partners that were already part of Microsoft’s ecosystems. We first identified the challenges that Microsoft and its partners faced. A challenge for Microsoft was, for example, that the performance goals were focused on short-term results, while the implementation of the Azure platform would often not see revenues in the first years. To address these challenges, we derived governance mechanisms for enterprise software vendors during ecosystem transformation (e.g., establishing innovation clusters for specific target markets) and three adaptation mechanisms for ecosystem partners (e.g., developing their own IP). Our findings provide specific guidance for practitioners and contribute to the information system literature on enterprise software.
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